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Abstract

The flow equation approach is applicable to a large class of singular SPDEs including
equations with fractional Laplacian in the whole subcritical regime. The main idea of
the approach, borrowed from the Wilsonian renormalization group theory, is to study
the so-called coarse-grained process, which captures the behavior of the solution of
the original equation at different spatial scales. The dynamics of the coarse-grained
process is described by the effective equation. The flow equation governs the evolution
of the non-linear term in the effective equation in the coarse-graining scale and plays
an analogous role to the Polchinski equation in QFT. The renormalization problem is
solved using an inductive argument and amounts to imposing appropriate boundary
conditions when solving the flow equation.
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1 Singular subcritical SPDEs

These lecture notes aim to give an overview of an approach to singular SPDEs based on
the renormalization group flow equation. Let us recall that in general a singular SPDE is
any PDE with random terms or coefficients that cannot be solved using classical PDE tools.
The problem is the irregular nature of sample paths of random fields and the insufficient
regularity of the solution which does not allow to define products appearing in the non-
linear terms of the equation. As a result, it is not even clear what it means to be a solution
of a singular SPDE. Some singular SPDEs can be made sense of using certain non-linear
properties of the random fields. As we will see, often renormalization of non-linear terms is
necessary.

The flow equation approach is applicable to a large class of singular SPDEs in full
subcritical regime. In these notes we study only equations driven by the white noise (or its
periodization). Recall that the white noise £ on R™ is the unique Gaussian random variable
valued in ./ (R™) with mean zero such that

E((, )&, 9) = - f(x)g(x) dz

for all f,g € Z(R™). Let us list a couple of examples of interesting singular SPDEs:

(1) Dynamical ®4 model, also known as the parabolic stochastic quantization equation of
the ®4 model, with d € {2,3} — a parabolic SPDE of the form

Or+1-A)P=¢ - NP +o0d
posed in spacetime Ry x R? driven by the spacetime white noise &.

(2) Dynamical fractional ®j , model with d € {2,3,4} and ¢ € (d/2,d] — a parabolic
non-local SPDE of the form

(B +1+ (=A))P =€ - NP>+ 0

posed in spacetime R, x R? driven by the spacetime white noise ¢ and involving
the fractional Laplacian (—A)?/2 of order o. Note that for o = 2 the above SPDE
coincides with the standard dynamical @3 model. Formally, the @3’0 measure

pta6) = o (= [ (60)(1-+ (~8)772)o(a) + A0(a)!/2 - s00(0)?) de ) .

is invariant for the above SPDE, i.e. if @ is a solution of the above SPDE with the
initial condition @(0,+) = ¢ distributed according to the above measure, then &(¢, +)
is also distributed according to this measure for all ¢ € R,..



3) Elliptic stochastic quantization equation of ®* model with d € {2,3} — an elliptic
d
SPDE of the form
(1—A)P=E—- AP+ 00D

posed in space R?T? driven by the white noise £. Formally, the solution of the above
equation evaluated at the hyperspace of co-dimension two ¢(0,0, +) is distributed ac-
cording to the @37(7:2 measure.

(4) Dynamical Sine-Gordon model with 8 € (0,v/87) — a parabolic SPDE of the form
(O +1—A)P =& — Aoo S8 sin(BP)

posed in spacetime R, x R? driven by the spacetime white noise £&. Formally, the
measure

p(dg) = + exp (— [ (6011 - 2)0(0) + 2200 cos</3¢><x>>)dx) d

is invariant for the above SPDE.

All of the above SPDEs are singular if A # 0. For A = 0 the equations are linear and
can be easily solved but the solution is a Schwartz distribution that is almost surely not
a function. This indicates that for A # 0 we should try to solve the above equations in
some space of distributions. However, since multiplication of distributions is in general not
a well-defined operation it is not clear how to interpret the non-linear terms. The standard
solution is to introduce some UV regularization and subsequently prove that it can be
removed provided the nonlinear terms are appropriately renormalized.

In these notes we shall study the following singular elliptic SPDE

(1-A)P=¢4 NP> — 0 d (1.1)

posed in space R? driven by the periodization ¢ of the white noise with the period 27. For
concreteness, we assume that d = 5 and o € (d/3,d/2], which corresponds to the so-called
full subcritical regime. For pedagogical reason we prefer to study an elliptic problem even
though the above equation does not seem to have any practical applications. The method
we present can in principle be extended to all of the equations listed above.

In order to make sense of Eq. (1.1) we have to introduce some UV regularization. To this
end, let ¥ € C*°(R?) be an even positive function supported in the unit ball that integrates
to one. For x € [0,1] define 9, () := [5] % (z/[x]), where [s] := £'/7. The function 9, is
supported in a ball of radius [x] and converges to the Dirac delta as x N\, 0. For k € (0, 1]
we define the regularized noise by & := 9, x &€ € C°(R?), where * denotes the convolution.
We have &, € C®(R?) for all k € (0,1] and lim &, = € € /(R?) almost surely. We
rewrite the singular SPDE (1.1) in the following regularized mild form

b =GxF,0), rel(01], (1.2)



where G € L'(R?) is the fundamental solution for the pseudo-differential operator (1 — A)?/2.
The functional F[¢], called the force, is defined by

Fulpl(@) = €alz) + A% (2) + Z NePo(z), (1.3)

where iy := |0/(30—d)]| and the parameters D eRr depending on the UV cutoff « are called
the counterterms. Note that the number of counterterms that are needed to renormalize the
cubic nonlinearity diverges in the limit o N\, d/3. Thus, we expect that the renormalization
problem becomes increasingly more difficult as one approaches the threshold o = d/3 at

which the equation becomes critical. Let us state the main result of these lecture notes.

Theorem 1.1. Let d € {1,...,6} and o € (d/3,d/2]. There exist a choice of countert-
erms and random variables A, € [0,1] and &9 € 7' (R?) such that: (0) for every random
variable A € [\, \y] and k € (0,1] Eq. (1.2) has a solution @, € C*(R%), (1) it holds
Do = lim\ o P almost surely in ' (RY), (2) it holds E(A;™) < oo for every n € N..

Remark 1.2. Note that A, the prefactor of the non-linear term in the equation, is assumed to
be random and sufficiently small. In the case of parabolic equations the method discussed in
these notes can be used to construct a solution in a sufficiently small time interval without
any assumption about the strength of the non-linearity.

1.1 Da Prato-Debussche regime and beyond

In order to quantify the regularity/irregularity of a function/distribution one can use the
Holder-Besov spaces ¢ *(R?) = B, (R?). For positive non-integer a the space 6 (R¢)
coincides with the Hélder space. For a € (—o0, 0] the space ¥“(R%) consists of distributions
¢ € 7" (RY) such that

1@l ay == sup [p]™ [ Ky * ¢l|poe ey < 00, ) = p'7,
ne(0,1]

where K, (z) := [u]"*K(x/[u]), p € (0,1], for some non-negative K € C=*1(M) of fast
decay that integrates to one. We say that ¢ € ./ (R9) has regularity a € R if ¢ € €*(R?).
Let us list some well-known facts about the Besov spaces (see e.g. [BCD11, Sec. 2.7, 2.8]):
(1) If a4+ B > 0, then the pointwise product of test functions extends continuously as a
map €% (R?) x €8 (R?) — € (RY).
(2) The convolution with the Green function G, the fundamental solution of (1 — A)?/2
maps continuously €*(R?) into €7 (R?).
(3) For a > 3 there is a continuous inclusion €*(R?) — ¢#(R?).
Furthermore, we note that sample paths of &, the periodization of the white noise on R¢,
belong almost surely to the space €~%27¢(R?) for every € > 0 (see e.g. [MWX16, Thm. 5]).



Consequently, the solution of Eq. (1.2) with k = 0 and A = 0 given by G * £ belongs
almost surely to the Besov space €“(R%) with @ = 0 — d/2 — . In the subcritical regime
Eq. (1.2) with A # 0 is in some sense a small perturbation of the linear equation with A = 0.
Consequently, we expect that the solution of Eq. (1.2) also lives in the Besov space € (R%).

Remark 1.3. In what follows, @ = 0 —d/2 — € denotes the expected regularity of the solution
of Eq. (1.2) and ¢ € (0, 00) is assumed to be sufficiently small. Note that for smaller values of
o the equation is more singular as the regularizing effect of the Green function G is weaker.

Using the above-mentioned facts one easily shows that for o € (d/2, c0) the equation we
study, ® = G * (£ — A®?), is not singular and can be solved in a Holder space €*(R?) with
a > 0 using the Banach fixed-point theorem. In this regime no regularization is needed. Let
us see what happens for smaller values of o.

Lemma 1.4. The statement of Theorem 1.1 holds true for o € (5d/12,d/2].

Sketch of the proof. Recall that we want to solve the equation
B =Cx (e + 2P +AcV) D). (1.4)

and prove the existence of the limit lim,\ 0®@.. We have G x§ € ¢ (Rd) and we expect
that @y € €*(R%). But since @ < 0 the cube &} is classically ill-defined. We shall employ
the so-called Da Prato-Debussche trick [DPDO03]. Introducing the notation e, := &, and
r——1y = G(xr — y) we define T, = G xe+_ := G * £, and make the following ansatz for the
solution of our equation

P =T, + V.

As we shall see, the remainder ¥, has much better regularity than 1y, ®q € €“(R%). Using
Eq. (1.4) one shows that ¥, satisfies the following equation

U, = AG * (02 + 3027, + 30, %, + V), (1.5)

where

Vo= +c/3, Vo= +cP, D =-E()?%/3

for all k € (0,1].

The list of trees (T&7VK,'\I/K) is called the enhanced noise. Of course the products
appearing in the definitions of the above trees are ill-defined deterministically for k = 0.
However, the point is that the tress are simple and quite explicit objects. It turns out that
it is possible to control the convergence of the enhanced noise as x \, 0 by studying its
covariance. One shows that with the above choice of the counterterm the limit

iig}J(Tme\Tfn) =: (T, Vo, Vo) € €°(R) x €7 (RY) x €°*(RY) (1.6)



exists almost surely and there exists a random variable R € [1, 0] such that ER™ < oo for
all n € Ny and

ell o ey V IV llegnn gty V IV lligon ey < B

for all k € [0,1]. We call the above bounds the stochastic estimates for the enhanced noise.
To proceed we rewrite Eq. (1.5) as the fixed point equation of the map

Q[v] EQW;T,\/’,'\V] =AG * (¢3+3¢2T+3¢\/+\V)_

We claim that the map
Q: %3a+o<Rd) — %3a+o(Rd)

is well defined for all (1,%",) € €*(R?) x €2*(R?) x €3*(R%). The above choice of the
domain of Q is dictated by the regularity of G x W € €3**7(R%). Note that 3a + o > 0.
Hence, ¢ in the domain of Q is a Holder continuous function and the products

P23 € €3 (RY) C €3%(RY)
are well defined. In order to make sure that the products
P*1e ¢*(RY) c ¢°*RY) ¢V e g**(R?) Cc ¢°*(RY)

are well defined we have to check whether (3a+ o) +1la > 0 for I € {1,2}. Since o < 0 it is
enough to check this for [ = 2. We obtain the condition 5a 4+ o > 0, which is equivalent to
o > 5d/12. Consequently, all of the products are well defined and belong to €3®(R%). As a
result, the map Q : €377 — €321 (R?) is well defined. O

Exercise 1.1. Complete the deterministic part of the above proof. Assume that the maps in
Items (1), (2), (3) above have norms bounded by some constant ¢ € [1,00). For R € [1,00)
let Br be the closed ball in €377 (RY) of radius R and let \, := 1/(100cR?). For all
k € [0,1] let Q.[Y] := Qe TH,VK,\VH]. Prove that for X € [—As, \s] and k € [0,1] the
map Qx : Br — Pr is well defined and is a contraction with the Lipschitz constant less
than 1/2. Conclude that for all & € [0, 1] the map Q,; has a unique fixed point in Br denoted
by .. Next, using (1.6) show that for all ) € Br it holds lim,~ 0 Qx[Y] = Qo[Y]. Conclude
that lim,~ o ¥,, = Yo € €317 (RY) and lim,~ o P, = Do € €*(RY).

The method of the above proof does not work for o < 5d/12 because the product of ¥
and %/, is no longer well defined classically. The problem is that the Da Prato-Debussche
remainder ¥y does not have enough regularity. To proceed we apply the Da Prato-Debussche
trick once again to remove the most singular tree '\T/R on the RHS of Eq. (1.5). To this end,
we make the following ansatz

By =N+ 0 =N+ AV + 7, V=G,



Eq. (1.4) implies that the remainder ¥, satisfies the equation

e = AGx (T + AV 438 + AV Lo+ 30, V430 ). (1.7)

where the new tree is defined by
&=V

Suppose that o € (2d/5,5d/12]. Even though the product in the definition of the above tree
is ill-defined deterministically no renormalization is necessary. One shows that

lim @ﬁ =: QKO € €2“(R%)

~kN\0

exists almost surely and there exists a random variable R € [1,00] such that ER™ < oo for

all n € Ny and
[l e ey < R

for all x € [0,1].

Exercise 1.2 (#). Reformulate Eq. (1.7) as a fived-point problem in a ball in €27 (R9)
and prove Theorem 1.1 for all o € (2d/5,5d/12].

It turns out at ¢ = 2d/5 the Da Prato-Debussche method breaks down completely.
Since 4y € €2*(R%) with o = o0 — d/2 — ¢ the term W, %/, which cannot be removed using
Da Prato-Debussche trick, can at best be defined as an element of €2*(R?). But then one
can only hope that G (¥ ) € €27 (R%). Thus, we should expect that ¥, € 2> (R%).
However, for ¥y € €2*T7(R?%) the product ¥/, is well defined only if (2a 4 o) 4 2o > 0,
which implies that o > 2d/5.

For o0 = 2d/5 in order to control the product @0 %/ and close the estimates more infor-
mation about ¥, is needed that cannot be quantified in terms of just the regularity. It turns
out that writing an equation that is equivalent to the original equation (1.2) and makes sense
in the limit x \, 0 is quite challenging. We refer the interested reader to [Hail5, Eq. (6.3),
Prop. 7.5] for the solution of the problem in the framework of regularity structures and
to [MW17, Sec. 1.1, 1.2] or [JP23, Thm. 2.1] for the solution involving the decomposition
of the products into the resonant term and the paraproducts. For smaller values of o the
problem becomes even more complicated. Let us mention that using the framework of reg-
ularity structures or the approach discussed in these notes one can study the full subcritical
regime corresponding to o > d/3. For ¢ < d/3 the limit lim,\ o V. € ./(R%) does not
exist and consequently controlling the cubic term in the equation seems impossible.

In Sec. 2 we discuss a reformulation of Eq. (1.2) meaningful in the limit x N\, 0 in the
flow equation framework. Let us only mention that the system of equations (2.8) that
we will study does not involve the product @, %/, at all. Instead, there is a term of the
form K, * (D, Vs, ) where K, is some regularizing kernel of characteristic length scale



[1] € (0,1], the tree \/,; , is such that ||K, * Vo .|l Loy S [4]**7¢ and @, , is the coarse-
grained process capturing the behavior of @ at spatial scales larger than [u]. Because &, ,
is smooth at scales smaller than [u] the product K, * (o, V) is always well defined
classically and the only non-trivial task is to control its norm uniformly in p € (0,1]. Since
we expect that @y € €*(R?) it should hold || P, || = (ra) < [#]*. Then it is possible to show
that

1, % (Po,u Vo)l oe ray S [1]P77,

which will turn out to be sufficient to close the estimates in full sub-critical regime. The
fact that the tree Vo, . depends on the scale 1 is not important. Note that the above bound
would be also true for the standard tree 8/;. What is crucial is the fact that the system of
equations (2.8) involves the coarse-grained process @, ,, instead of @,.

1.2 Literature

A general solution theory for singular SPDEs beyond the Da Prato-Debussche regime was
developed for the first time in the work [Hail4], where the framework of regularity structures
was introduced. An alternative approach using paracontrolled distributions was given later
in [GIP15]. The method based on the flow equation, which was developed in [Duc22,Duc21]
and which is discussed in these notes, was inspired by the renormalization group [Wil71]
approach to singular SPDEs proposed in [Kupl6, KM17]. These notes are primarily based
on [Duc22,Duc21]. We also use some ideas from [GR23]. The main advantage of the flow
equation framework is that it is applicable in full subcritical regime. Thus, it provides an
alternative to the regularity structures framework developed in [CH16, BHZ19, BCCH21,
HS23] or [0SSW21,LOTT21].

1.3 Plan of the lectures

(1) Introduction to singular SPDEs.

(2) Reformulation of original SPDE in terms of effective equation involving effective force,
statement of conditions guaranteeing well-posedness of effective equation.

(3) Construction of effective force in terms of effective force coefficients using flow equation,
definition of enhanced noise as a finite collection of effective force coefficients, statement
of stochastic estimates for enhanced noise.

(4) Definition of joint cumulants of effective force coefficients, flow equation for cumulants.

(5) Uniform bounds for cumulants and conclusion of proof of stochastic estimates with
the use of a Kolmogorov-type argument.



The material marked with (#) is of technical nature and is not essential for understanding
the main idea. In particular, problems marked with (#) are meant to fill gaps in the proofs
rather than provide new insights.

2 Effective equation

Definition 2.1. We use the notation M := R¢, T := (R/27Z)? and ||+|| := ||| 1o )
We would like to construct a solution @, of the equation
IR
D, =G Fu[d],  Flgl =& +2e*+> Nelp, (2.1)

i=1
and prove that for an appropriate choice of the counterterms (cﬁj))ie{l,_w} the limit

lim &, =: @ "M
KI{‘%H Oey( )

exists. Recall that G € L'(M) denotes the fundamental solution of the differential operator
(1 — A)?/2. The functional Fy is called the force. In the regime o € (d/3,d/2], we are
interested in, we expect that & € /(M) is not a function. Since multiplication of dis-
tributions is in general an ill-defined operation Eq. (2.1) becomes meaningless in the limit
% N\ 0. In this section we will formulate a certain system of equations such that under some
assumptions: (1) for every x € (0, 1] there is a correspondence between a solution of this
system of equations and a solution of Eq. (2.1) and (2) the system of equations is well-posed
in the limit x \, 0.

To this end, let us first introduce the notion of a scale decomposition of the Green
function G and an effective force. A scale decomposition of G is a family of integrable
kernels G, € L'(M) parameterized by p € [0,1] such that Go = G, G; = 0 and the
map [0,1] 2 p+— G, € L'(M) is continuous and piecewise continuously differentiable with
the derivative denoted by G u- Given the force functional F; an effective force is a family
of functionals F , : C(T) — C(T) parameterized by p € [0,1] such that F, o = F, and
[0,1] > p — F, u[¢] € C(T) is continuous and piecewise continuously differentiable for all
¢ € C(T). Moreover, we assume that Fj, , is of polynomial type.

Definition 2.2. A functional of polynomial type is a map V' : C(T) — C(T) such that the
directional derivatives of V' at ¢ € C(T) of order k € N along ¢ € C(T), i.e.

DFV[g] - ®F == i Ve + 79|,

exist for all k£ € Ny and are non-zero for only finitely many k& € N,..



In what follows, we will make a specific choice of a scale decomposition of the Green
function and an effective force that is suitable for the problem at hand. For the time being,
let us continue the informal discussion at a general level. Suppose that @, is a solution of
the original equation @, = G * F;[®,]. For p € [0, 1] we define

D, =G, x F[D,].

We call (@ u)ue(0,1) the coarse-grained process. By our assumptions about G. we have
Do = & and .1 = 0. For p € [0,1] the so-called remainder (., is defined by the
equation

F,{[@,{] = qu[@n,u} + Cﬁ,,u' (2.2)

Because Fy, o = F,;, and &, o = ., we obtain (,, 0 = 0. Since the LHS of Eq. (2.2) does not
depend on p it holds
8,udjn,,u = G;L * (Fﬁ,u[@i{,#] + Cm#) (23)

and
a/—LCK,,U. = _(aﬂFn,ﬂ)[dsn,/t] - DFK,#[QSK,#] : a,udsn,;r (24)

Plugging Eq. (2.3) into Eq. (2.4) we obtain
8MCN,H = _(8HFH,M)[¢R,N] - DFH,M[QSR,H] . (GM * (FH,M[QR,H] + Cm,u))' (25)
Using the notation
Hyulel = 0uFyule] + DE, o] - (Gu * Fiepule]) (2.6)
we rewrite Eq. (2.5) in the following way
aﬂCH,;L = _Hn,u[gpn,u] - DFH,H«[éK/,U«] ' (G;L * Cm,u)~ (2'7)

Summing up, Eq. (2.3) and Eq. (2.7) together with the boundary conditions @, = 0 and
Ck,0 = 0 imply the following system of equations

{qﬁmu == f,j Gn * (Fp[Prn] + Cop) dn
Crop = — fo#(Hfsm[q)n,n] +DFy [ @rp] - (Gy * Cey)) dn -

The above system of equations for (P .,(x .) is called the effective equation. At a for-

(2.8)

mal level, there is a one to one correspondence between solutions of the original equation
&, = G * F,[P;] and the above system of equations. Given a solution @,; of the equation
&, = G F,;[P,] a solution (P, ., (s .) of the above system of equations with H, . given by
Eq. (2.6) is constructed as outlined above. On the other hand, given a solution (.., (s, .)
of the above system of equations with H,, . given by Eq. (2.6) one shows that Eq. (2.2) is
satisfied and concludes that @, = &, o solves the equation &, = G * F,;[®,]. The advantage
of the system of equations (2.8) is that, as we will see later, for an appropriate choice of an
effective force Fj . it remains meaningful in the limit x \, 0.

10



Remark 2.3. In most practical situations the framework discussed above is useful only if
the scale decomposition of G is chosen in such a way that for all u € (0,1] the kernel G, is
smooth (or has sufficiently many derivatives) and G, is essentially constant at spatial scales
smaller than [u] = 1/¢. For such choices of the scale decomposition of G we expect that the
coarse grained process @, captures the behavior of @,, the solution of @,, = G x F}, [@,], at
spatial scales larger than [u] = 1!/7 and is essentially constant at smaller scales. Informally,
you can imagine that @, , is obtained by averaging ®,, over blocks of size [p]. In particular,
&, ., is smooth for every 1 > 0. Moreover, at least morally, we expect that

[Pcllgoay == sup [u]™* [[Kp* Pl 2= sup [u] ™ [Pl (2.9)
ne(0,1] ne(0,1]

for all & < 0 — d/2 and we hope to bound the above Besov norm uniformly in x € (0, 1].

Remark 2.4. A possible choice for an effective force F, ., made in [Duc21, Duc22] as well
as in [Kupl6, KM17], is to define it in such a way that H, . given by Eq. (2.6) vanishes
identically. An effective force satisfies then the so-called flow equation

Ol + DE o] - (G Froule]) = 0.
In a situations in which a small parameter is available solving the above equation is usually
unproblematic. However, the solution is not a functional of polynomial type. Since the

equation for the remainder (. . in the system (2.8) is linear and H, . = 0 the unique
solution is given by (... = 0. Consequently, &, . satisfies the following effective equation

1
By, = —/ Gy * Fie [P ) dn.
m

The advantage of the formulation involving (&y,., (.. .), proposed in [GR23], is that there is
more flexibility in the choice of an effective force F), . as it has to satisfy the flow equation
only up to some error term H, .. In particular, a suitable effective force can usually be
constructed without exploiting the presence of a small parameter, even though a small
parameter is typically needed anyway to solve (2.8).

In order to prove well-posedness of the system of equations (2.8) an effective force Fj; .
has to satisfy some additional conditions, which we shall formulate below. To this end, let
us first introduce some regularizing kernels and fix a convenient scale decomposition of the
Green function.

Definition 2.5. Let £ C /(M) be the space of signed measures on M with finite total
variation. We set || K||x = [, |K(dz)|. For 2 € M we denote by 0, € K the Dirac delta at .

Remark 2.6. It holds ||, ]x =1 and ||K||x = ||K||1qu) for all K € L' (M) C K.
Definition 2.7. Let p € [0,1] and [u] = '/?. The kernel K,, € K is the unique solution of
P, K, = 6y, where P, := (1—[u]?A)%+2. We define K, := K, K, K, € K and P, := f’z

11



The kernels K, K .. are of exponential decay with the characteristic length scale [u:]. The
kernels K, K . are not smooth. However, for 1 € (0,1] the convolution of a distribution
with K, or K  has some smoothing effect. In what follows, we often use the fact P, K,, = dg
to introduce a regularizing kernel where it is needed, e.g. ¥ * ¢ = (P 0) * (K, * ¢). We will
frequently use the properties of the regularizing kernels stated in the exercise below.

Exercise 2.1. Prove the following statements:
(1) Ko =& and K,, € LY(M) N C4(M) for p € (0,1].
(2) For all p € [0,1] the kernel K, is a positive measure and ||K,|x = 1.
(3) Forall0 < n < p <1 there exist K., € K such that | K, ,|x =1 and K,, = K, ,+K,,.

Conclude that the kernels K, u € [0,1], also have the above properties. Hint for Item (3):
Let K, € K be the solution of P,K,, = 0o, where P, := (1—[u]?A). It holds K, = K, ,+K,,
for Ky = [n/n)?do + (1 — [n/u]?) K, € K.

Remark 2.8. Recall that G € L*(M) is the fundamental solution for the pseudo-differential
operator (1 —A)?/2. Note that G is smooth outside the origin. For every multi-index a € N¢
it holds |0°G(z)| < |»|7 =41l uniformly for z € R%\ {0}. Furthermore, 9°G is of fast decay

at infinity for every a € N{.

Definition 2.9 (Scale decomposition of G). Fix x € C*°(R) such that x(r) = 0 for |r| < 1/4
and x(r) =1 for |r| > 1/2 and let x,(r) := x(r(1 — p)/p) for p € (0,1]. For p € (0,1] the
smooth kernels G ,, G, € C2°(M) are defined by

Gu(x) = xu(|z]7) G(x), Gu = 0,G .

Remark 2.10. Note that we chose to work with the scale decomposition of G in position
space. An alternative would be to introduce the decomposition of G in Fourier space. The
advantage of the position space decomposition is that the kernel G u s supported in a shell
{r e M|u/4 < (1 —p)|z|” < p/2}. More specifically, it will play an important role that
supp G, C {z € M||z| < [u]} for p € (0,1/2]. The above support property will allow us to
completely avoid using weights in the subsequent analysis. The price to pay is that the last
equality in Eq. (2.9) is not obvious and a little extra argument, which is part of Exercise B.2,
is needed to control the convergence in a Besov norm. The latter fact would be obvious in
the case of the Fourier space decomposition of G but then one would have to work with
weighted spaces, which makes some estimates look more complicated.

Lemma 2.11. For alll € Ny it holds Hf)iLGH”K: < 1 uniformly in € (0,1].

Proof (#). First note that 9,x,(|z|”) vanishes unless /4 < (1 — p)|z|” < /2. Moreover,
for all a € N& we have

10°0uxu(|2”)] S |27l /1s?
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uniformly in g € (0,1] and z € M. Using the properties of the kernel G mentioned in
Remark 2.8 we obtain [|0°G[lx < [u]~!% for all @ € N¢. This implies the lemma since
P, = (1 [u?A)0+2, O

In order to make sense of the system of equations (2.8) in the limit x N\, 0 we shall rewrite
it in such a way that it involves only the regularized functionals

qu[‘P] = Ky B [Ky 0], ﬁn,u[‘?] = Ky Hye [ Ky % ). (2.10)
Note that the above functionals are obtained by convolving the original functionals at scale
p with the regularizing kernel K, at the same scale. At a heuristic level, the system of
equations (2.8) is equivalent to

- ] . _ -
{anyu:_f Ko Gn (Fren[@rn] + Cop) dn (2.11)

G Jo Ky + (H wn[@ren] + Dy [@ren] - (G *Cmn))
where CNY' = Pp? Gu and the kernels (K, ,)o<n<u<1 were introduced in Exercise 2.1. Note

that (P, ,CK ) is related to (Py,., (x,.) appearing in the system of equations (2.8) by
i)mu =P,y i Emu = Ky * e

Remark 2.12 (#). Formally, the equivalence of the systems of equations (2.8) and (2.11) is
an immediate consequence of the properties of the regularizing kernel K,,. More specifically,
we use the following identities

Py =K, #Pu&y =Ky x®py,  Gu=K, PG, xK,=K,*G, K,

as well as K, = K, ,, x K, for p > n and PNG,] =K, *Gn x K, for n > p.

Remark 2.13. Note that sup,c (1 |Gullx =: Ca < oo by Lemma 2.11 and ||K,, .|| = 1 for
all 0 <7 < u <1 by Exercise 2.1.

Thanks to the presence of the regularizing kernels in the definition of Fn) p and H roou We
will be able to control the limit of these functionals as k \, 0. For the choice of an effective
force, which will be specified in the next section, Fj , is in some sense a small perturbation
of the noise £.. Hence, FH’ u is in some sense a small perturbation K, x .. Since the bound
| Ky &ell S p® 7 uniform in &, p € (0,1] is satisfied almost surely for all « < o0 —d/2 <0
we expect a bound of the form ||F ,[¢]|| < [1]*~7 uniform in , u € (0,1] for arbitrary fixed
p € C(T) and all @ < o —d/2. Then by the first of the equations (2.11) we can hope that

1
B ull < / 1 dy < [1)°
“w

uniformly in x,p € (0,1], which, as we argued in Remark 2.3, is consistent with the fact
that [|@y |4 should be uniformly bounded in x € (0,1]. In order to make sense of the
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second of the equations (2.11) we need a bound of the form || H, ,[¢]|| < [¢]?~7 uniform in
K, € (0,1] for arbitrary fixed ¢ € C(T) and some $ > 0. Then

- M
1ol < / mP=° dn < [ul”.

We stress that it is crucial that S > 0 for the above bound to be valid.

Definition 2.14. For a € (—00,0), 8 € (0,00) and R € [1,00) we define g to be the set
of continuous maps

(0,1] 2 p = (P,,¢u) € C(T) x C(T)
such that

(D, )@y == sup [l [|Dpull + R sup [u] =7 [|Cull < R®.
we(0,1] 1€(0,1]

Lemma 2.15. Fiz a € (—00,0), 8 € (0,00) and R € [1,00) such that

R(Ja|jAB) > 1000 (Cq V 1), Cg := sup ||C~¥H||;C < 00.
pe(0,1]
Suppose that
(FM)HE(OJ]’ (Hu)ue(o,l]

are families of functionals of polynomial type depending continuously on pu € (0,1] such that
for some my, € Ny it holds

(17 DM Fli] - 0 | < ROVE[ = [l)F (1/2 + N2 o)™, (2.12)

(1172 DALl - 6% ) < AV B2 N3] o I)* (1/2 4+ X3 )~ o)™ (2.13)

for allk € {0,1,2}, p € (0,1], p,v € C(T) and X € [-1,1]. Let A\, := 1/(2R?)3 and suppose
that X € [= )\, A\i]. Under the above assumptions the map Q : Br — Br,

5 ] -— 'u'_>_f:KmM*én*(FN‘n[dgn}"’En)dn
Qle.¢J= <N s [P Ky # (] + DE[dy) - (G, *Q»dn) ’ (214)

is well defined and is a contraction with the Lipschitz constant less than 1/2.

Remark 2.16. Let us explain the relation between the fixed point equation for the map Q
and the original equation, @, = G * F,;[®,;]. Of course, in general, there is no relation at all.
However, assume that:

(1) F. = F,. and H. = H,, . are defined by Eq. (2.10) in terms of Fy . and H, .,
(2) Fi. . is an effective force, in particular F, g = Fj,
(3) H,,. is defined by Eq. (2.6) in terms of F ..
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Let Q. be the map defined by Eq. (2.14) in terms of F. = F,W and H, = ﬁm. and suppose
that (5m.,5~7.) is a fixed point of Q.. Then one shows that the limit

lim K, x®,. ,, = &,
N0 iz 0

exists in C(T) and satisfies the equation @, = G * F[®;]. Moreover, if l*:‘,{,. and ffﬁy.
converge in appropriate sense as £ \, 0, then @, converges in the Besov space €*(M). For
details see Appendix B.

Remark 2.17. The bounds (2.12) and (2.13) stated in the above lemma say that the func-
tionals F, and H,, are compatible with the growth of the norm ||@,,|| when j tends to zero.
The bounds also take into account the fact that there is one power of A!/3 for each factor
of ¢ in the expression (2.1) for the force Fy[y].

Sketch of the proof. First note that for (@,5) € P it holds
(] ‘|Fﬂ[éu]|‘ < R, [M]U_B HDFM@M] ) (éu * gu)H < Cg, [M]U_ﬁ ||ﬁu[43u]|| <1l

By Remark 2.13 we obtain

1
1Q@..E) |2 < Co sup [u]™® / VB[] + &, d
ne(0,1] I3

e . - -
+ R sup [N]_B/ | Hp[Py] + DF,[®y] - (G % Gy) || dny
ne(0,1] 0

<o/la|C¢R+0o/la| CaR+0/B R+0/B Ca R < R

By similar estimates one shows that Q : ZBr — Zgr is a contraction with the Lipschitz
constant less than 1/2. O

Remark 2.18. Note that the map Q is only a contraction provided X is sufficiently small.
In the case of parabolic equation an analogous map Q is a contraction for all values of A
provided the time interval in which we solve the equation is sufficiently small.

3 Construction of effective force

In the previous section we argued that, under certain assumptions, the equation

i
QKZG*FN[QBKL Fm[(p] ::£K+)\<P3+Z/\icf(j)§0a

=1

which want to solve, can be formulated as a fixed point problem for the map Q defined
by Eq. (2.14). Recall that the map Q involves a scale decomposition (G,),e0,1 of the
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Green function G and two families of functionals (ﬁu)#e(o’” and (H,),e(0,1- The scale
decomposition of the Green function was fixed in Def. 2.9. By Remark 2.16 a fixed point of
the map Q corresponds to a solution of the original equation if

(F)ue.] = (Fewue.s (Hu)ue©) = (Hy, ) e 0.1]

are defined in terms of an effective force

(Fn,u)ue[og]
by the following equations
qu[‘/’] 1= Ky x Fy u[Ky + ¢, ﬁmu[@} = Ky x Hy y[Ky ) (3.1)
and
Hy ulpl = 0, Fy ulp) + DE ulo] - (G * Fi L)) (3.2)

In view of Lemma 2.15, for all x € (0, 1] we would like to construct an effective force

(Fn,u)ue[o,l]

such that for some random R € [1, 00] with finite moments of all orders it holds
[1]7 = ID* e ulie] - =% | < RO ] = [[l)* (1/2 4 A2 )= o)™, (3-3)

[1)7 P IDF H i) - 0= || < AVER2 P~ [ I)F (1/2 4 X[ flel)™ (34)
for all k € {0,1,2}, x,pu € (0,1], p,¢p € C(T) and A € [-1,1].
Remark 3.1. After establishing the above-mentioned result we will be able to conclude
that for every x € (0,1] there exists @, such that ¢, = G * F,;[®,] and almost surely
@]l < 1 uniformly in s € (0,1]. In order to prove almost sure convergence of @, as

£ N\ 0 in the Besov space #“(M) one has to show in addition that the functionals FH,. and
IjI,.;,. converge as £ \, 0 in the sense specified in Exercise B.2.

As we will see, F; ,, is in some sense a small perturbation of the noise &, and we expect
to have the bound (3.3) for all &« < ¢ — d/2 < 0. The main problem is to ensure that the
bound (3.4) holds for some 3 > 0. The idea is to define an effective force F); , so that
H, , = O(X»*1) for a sufficiently big i, € Ny. The hope is that for F} , such that there
are some cancellations in (3.2) and H, , = O(A*T!) the bound (3.4) may be true for some
B> 0.

The starting point of the construction of an effective force is the ansatz

)

(Feulel0) =D > N A(FL v @ o®™) (3.5)

i=0 m=0
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for all ¢, € (M). The distributions F7 € .&/(M'*t™) that appear on the RHS of the
above equality are called the effective force coefficients. By definition F27 € .&/(M'*™)
are such that the expression (F, ,i:ZL, YR ®...Q ¢m) is invariant under permutations of
the test functions @1, ..., ¢, € #(M). The coefficients F>™ of the force F; are defined by
an equality analogous to Eq. (3.5). Note that by Eq. (3.2) we have

24, 31

(Heplol, @ @®™) =33 " N (HLT 4 @ ¢®™) (3.6)

i=0 m=0
for some Hjy" € .#/(M'"+™). Recall that we want to construct the effective force such that
H, , = O(\»*™1), which implies H,i’,ZL =0forallie{0,...,i +1}.

Remark 3.2. Let us list the non-vanishing force coefficients F™:

FOz) = ¢o(x),  F13(x;dyr, dye, dys) = 0, (dy1)d.(dy2)d, (dys),
F,i’l(ac;dyl) = c,(f)éw(dyl), ie{0,... 04},

where (c,(f))ie{L___,in} are the so-called counterterms. It is easy to see that F00 € VO
F13 V3 Fil € V1 where the spaces V™ are introduced in the definition below.

Definition 3.3. For m € Ny the space V™ consists of maps V' : M x Borel(M™) — R
satisfying the following conditions:

(1) for every A € Borel(M™) the map x — V(z; A + z) is continuous and 27 periodic,
where A+ :={(y1+2,...,Ym +2) € M| (y1,...,Ym) € A} for A C M™,

(2) for every € M the map A — V(z; A) is a measure with finite total variation,

(3) the following norm

IV

ym = sup/ |V (z;dyy ... dym)]
xeM M’ﬂb
is finite.

Remark 3.4. (W™, ||+||y=) is a Banach space. For every V € V™ and A € Borel(M™) the
map = — V(z; A) is measurable. We identify V € V™ with a distribution V € ./ (M!*™),
denoted by the same symbol, defined by the measure V (z;dyq, ..., dy,,) dz.

Recall that we demand that H,, , = O(A»*1). Hence, by Eq. (3.2) it holds
Ol ulel + DE, o] - (Gu * Foule]) = Hieulo] = O(\»*1).

As a result, the effective force coefficients (F2'™)icqo.....i,},men, satisfy the following flow

.....

equation

O FT = — ZZ (1+ k) B(G, FLF, F7mH), (3.7)
7=0 k=0

where the map B is introduced below.
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Definition 3.5. Let m € Ng, k € {0,...,m}. The map B : /(M) x V1Tk x ym=Fk _ pym
is defined by

B(G,W,U)(z;dy1, .. .,dym)

1
= Z /M2 W(z;dy, dyx(1), - - - W) G — 2) U(25 AYr(hg1)s - - - W (my) d2.
' TEPm

Exercise 3.1. Prove that the map B : (M) x VITF x Y=k 5 ym s well defined and

IB(G, W, U)|

v Gl Wl [U[ypm—

The basic idea behind the flow equation approach is a recursive construction of the
effective force coefficients (F;i’,zl)ie{o,...,ib},meNo for all k € (0,1], u € [0, 1]. For each k € (0,1]
we define the coeflicients in such a way that the map

0,1] > p— Fl e V™

is continuous and continuously differentiable for p € (0,1] using the following recursive
algorithm:

(0) We set F2:0 = ¢, and Fo™ =0 if m > 3i,

Roh Rop
(I) Assuming that all F2% with i < i, or i = i, and m > m, were constructed we define
Flm with i = i, and m = m, to be the RHS of Eq. (3.7).

(IT) Subsequently, F,E;:ZL is defined by F,’;:ZL = Fim 4 fou F,f;:;l” dn.

Definition 3.6. The finite list of the effective force coefficients (Fiiﬁ")ie{()?_“’ib}7m6{07“_73¢}

K
is called the enhanced noise.

Remark 3.7. The above procedure cannot be used to construct directly Féﬁ with x = 0.

In fact, we expect that F.7" ¢ V™. For example, Fgf = ¢ ¢ C(T) = VY. Instead, the
coefficients F'" are defined probabilistically. The stochastic estimates for the enhanced

noise are stated in Theorem 3.14 below.

Remark 3.8 (#). Note that the effective force coefficients depend implicitly on the coun-
terterms (cff))ie{l,_w}. More specifically, the coefficients F27" with i € {1,...,4,} and
m € {2,3,...} depend on (ng))je{L...,iu/\(iq)} and the coefficients Fé:Z‘ with i € {1,...,4,}
and m € {0,1} depend on (c,(fj))je{l,wiu/\i}.

Exercise 3.2. Check that the condition F;ZL = 0 if m > 3¢ is consistent with the conditions
stated in Items (I) and (II). Prove that F2'" =0 for all m > (20 + 1) A 3i.
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Remark 3.9. Let us list some examples of effective force coefficients. To this end, it will
be convenient to use a diagrammatical notation. We view the diagrams as placeholders
for certain multi-linear functionals of the noise. Since the diagrams do not play any role
in the flow equation approach we refrain from defining precise rules that are used to draw
them. Instead, for each diagram we provided an explicit expression it represents. Note that
the edges of the diagrams that are introduced below represent the fluctuation propagator
(G —G,)(x —y) =1 x——y and not the Green function G(z —y) =: x——y. First note
that
FRi(@) = &la) =t o (@),
Fo(x;dyr, dyz, dys) = Fo* (;dyn, dye, dys) =: 0 (2:dyn, dyz, dys).
Let
ew(@) = (G =G xe)@), V(@)= (@) + /3.
We have
Fui(a;dyn, dys) = 31, ,(2) 62 (dy1) 80 (dya) =: 3], (5 dyn, dyo),
F,i”i(x;dyl) =3Y. () 0z (dyr) =: 3VH » (z;dyy),

Flf(x) = (1ou@)® + DT (@) = V(@)
The coefficient

F,?:ﬁ(m;dyl, oo dys) =: 3ZM(LIL‘; dy1,...,dys)

coincides with the symmetric part of

302 (dy1)dz(dy2) (G = Gu) (@ = y3) 0y, (Aya)dy, (dys).

The construction of coeflicients Fgﬁ, F? 2, F,fﬁ is left as an exercise. Let

V. @)= (G-« V) ().

The remaining second order coefficients are given by

F2h(@ydy) =9V (@) (G = Gu) (@ — y1) Vo (y1) dys + ¢ 62(dyn)
61,0 Y, @) aldyr) = 9, (@idyn) + 6P (widy)
and

F20(0) =3V @)V, () + 1 u(@) =3, (@

Exercise 3.3. Convince yourself that the expression given in Remark 3.9 satisfy the condi-

tion F,z’gn = F\™ where FY™ are the force coefficients listed in Remark 3.2.

Exercise 3.4. Using the notation G w(x —y) = x——y draw the diagrams representing
the coefficients 0, F’ ™ fori € {0,1,2}. Verify the formulas given in Remark 3.9 and write
explicit expressions for the coefficients F,fﬁ, F,ffj, F,fﬁ For simplicity, you can ignore
numerical prefactors.
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Definition 3.10. Let ¢ € [0,00) and a« = a, ;=0 —d/2 — ¢,y =7, := 30 —d — 3¢. For
i, m € Ny we define
0:(i,m):=a. —oc—ma. +i7:. €R.

We omit € if e = 0. Let 7, i3y € N be the smallest positive integers such that o(i,+1,0) > 0,
o(ig +1,1) > 0, respectively.

Remark 3.11. Note that a. < 0 for all € € [0,00). Moreover, 7. > 0 for all ¢ € [0,00) in a
sufficiently small neighbourhood of ¢ = 0 by the condition of subcriticality. In particular,
iy, 74 € N4 are well defined and there are only finitely many i, m € Ny such that m < 3¢ and
o(i,m) < 0. Recall that if m > 3i, then F27 vanishes identically. For arbitrary ¢ € (0, cc)
and i,m € Ny such that m < 3i it holds o.(¢,m) < o(i, m).

Remark 3.12 (#). We claim that there exists €, € (0,0) such that for all € € (0,e,) and
all i,m,l € Ny it holds p.(i,m) +1 > 0 if o(i,m) +{ > 0. In what follows, we assume that
e €(0,¢,).

Definition 3.13. For n € N let K" C #/(M") be the space of signed measures on M"
with finite total variation. We set ||K|[xn = [ [K(dzy...day,)|. Given K € K = K' and
neEN,  weset K" = K®...® K € K".

In the theorem below we state the stochastic estimates for the enhanced noise. Recall
that the enhanced noise coincides with the following finite list of the effective force coef-
ficients (F,i:in)ie{o,...,ib},me{O,..‘,31‘}- By the deterministic results established in Sec. 2 and
Corollary 3.17 these estimates imply that for every x € (0,1] there exists @,, such that
P, = G * F[®,] and E(sup,c( 1 |« %Q(M)) < oo for all n € Ny. For the proof of the

convergence of @, as k \, 0 see Appendix B.

Theorem 3.14. There exist a choice of the counterterms (c,(f))ie{17,,,,in} in the expres-
sion (1.3) for the force F,, and a random variable R € [1,00] such that ER" < oo for all
n € Ny and it holds

1B s Fpe ym < R[] 2™

forallie{0,...,4}, me{0,...,3i}, k, € (0,1].

Proof. The theorem follows from the bounds for the cumulants of the effective force co-
efficients established in Theorem 5.3 and Exercise 5.6 together with a Kolmogorov-type
argument from Lemma A.1. O

Remark 3.15. Actually, if the bound stated in the above is known for the relevant effective
force coefficients, i.e. F ,2’]] such that o(i,m) < 0, it can be easily proved deterministically for
the irrelevant coefficients, i.e. Fj7 such that o(i,m) > 0. This is the subject of Exercise 3.5
below. Since the coefficients F,ih with ¢ € {i3 +1,...,4,} are irrelevant no renormalization
should be necessary to bound them. This is an intuitive reason why only the counterterms
(c,(f))ie{17.__7,-u} are included in the expression for the force (1.3).
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Remark 3.16. The exponent . (i, m) that appears in the bound in the above theorem follows
from the application of the naive rules of power counting. Let us analyse an example.
For concreteness, suppose that d = 5 and ¢ = 2. Then T,y = G * £ € €*(M) with
a=0—d/2—ec=—-1/2—c. The above theorem implies in particular that

[N P 1 s (3.8)

almost surely uniformly in s, € (0,1]. Note that the tree QKN " depends on p € (0,1].
Consequently, the above bound says nothing about the regularity of the above tree. Note
that it would completely hopeless to prove an analogous bound for the tree

B, (@) = V(@) V(@) + 1/3 2 1 (2)

with the standard edges ©——y = G(x — y), which do not depend on p € (0,1]. The
regularity of the above tree cannot possibly be better than the regularity of \*, € €~1~=.
In fact, we have the following almost sure bound

[N S M

uniform in &, u € (0, 1], which is insufficient to close the estimates. For this reason, in the
approach to singular SPDEs involving paracontrolled distributions one bounds instead the

%‘n = v” QKV:@ + 1/3 CF(QQ) Tm

where ® denotes the so-called resonant product. The above tree satisfies the bound

[N R e

uniform in &, ;& € (0,1]. On the other hand, in the regularity structure framework one studies

tree

the recentered tree

L@y = Vo) (Vo) - V@) +1/3 2 1(w)
and proves that

sup ‘/Ku(w ~y) P (@,9) dy‘ S =2

reM

uniformly in &, € (0,1]. The trees that represent the effective force coefficients does
not involve any recentering. Consequently, the structure group does not enter the flow
equation framework and there is no positive renormalization. The intuitive reason why the
bound (3.8) holds true is the fact that the edges x——y = (G — G,)(z — y) depend on the
scale parameter p € (0,1] and are in some sense small for small p, for example,

e
1G = Gl < /0 1Cll 2 aey d < [1]°
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Corollary 3.17. There ezists deterministic ¢ € (0,00) such that for all X € [—1,1] the func-
tionals F... and H, . defined in terms of the enhanced noise by Egs. (3.5), (3.2) and (3.1)
satisfy the assumptions of Lemma 2.15 with R = ¢R, a = 0 —d/2 — ¢, § = p-(i, + 1,0),
my, = 34, for all K € (0,1], where R e [1,00] is the random variable introduced in Theo-
rem 3.14.

Proof (#). We have to verify the bounds (3.3), (3.4). Recall that

Foule] = Kpux F [ Ky * ¢, H, 9] = K+ Hy W[ K, * )

and define
im . go®(1+m) i,m (riom . p®(1+m) i,m
Fol=K, * FUT H.W =K, * H.'L

s

Then F ;L” and H;ZL are related to FK’# and I?,wl by formulas analogous to Egs. (3.5)
and (3.6). By Theorem 3.14 we have

IEZp o < Rl

Verification of the bound (3.3) for F}, . is straightforward. Let us prove the bound (3.4) for
H, .. Using Eqs. (3.2), (3.6) as well as the fact that the effective force coefficients satisfy
the flow equation (3.7) we obtain

(23 m
Him = 3" 3 (1+k)B(G,, FLLM FLimF)
j=i—ip k=0
fori e {i, +1,...,2i,} and m € Ny. Since P, K, = dy this implies that
(23 m
Hm = 3" > (1+k)B(G,, B2 FE i),
j=i—ip k=0

where G, = PiGM. Consequently, by the bounds for F,ﬁﬂj, the estimate stated in Exer-
cise 3.1 and the identity

Qe(jvl+k) +Q€(Z’ —Jym— k) = Qa(iam) —0

we have
[HE T lym S R? [p]em=e.
Since
) 2, 3
(Heplol ¢ @™ = 30 Y0 N (HI§ © ™)
i=iy+1m=0
we obtain the bound (3.4) with 8 = o.(i, + 1,0) > 0. O
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Exercise 3.5. Check that the bound stated in Theorem 3.1/ cannot be proved deterministi-
cally for alli,m € Ny by following the steps (0), (1), (II) of the recursive algorithm presented
above. More specifically, assume that the bound holds true for all F;L” with © < 15, 011 = i,
and m > mo. Prove that

™ 5 Bt fom S [ =7

for i =i, and m = m,, where F;Z‘ denotes the RHS of Eq. (3.7). By Exercise 2.1 (3)

| s Bl

® .. ® .
pm < / ||K§<1+m>*F;;wa dn < / []2= (™) =< dy.
0 0

Conclude that || K5 T™ « Fimlym < [u]2=™) provided o(i,m) > 0. The upshot is that the
so-called irrelevant coefficients Fgf] such that o(i,m) > 0 can be bounded deterministically.

For the relevant coefficients F;ZL such that o(i,m) < 0 the above procedure fails.

Lemma 3.18. For all i € {0,...,i,} and m € Ny there exists ¢ € Ry such that for all
s€40,1}, k € (0,1] and p € [0,1/2] it holds

SuppajF,i:ZL C{(z,y1,.. ., ym) EMT™ ||z — 91| V...V |z — ym| < clu]}

Remark 3.19. To prove the theorem is it enough to use the graphical representation for
F;Zl introduced in Remark 3.9 and observe that for p € (0,1/2] the fluctuation propagator
(G — GL)(x — y) represented by edges of the graphs vanishes identically if |z — y| > [u] by
Remark 2.10. Since we did not introduce precise rules for drawing diagrams in the exercise
below we suggest to prove this result using the flow equation. Note that the above support
property is not true for u close to one.

Exercise 3.6 (#). Prove the above lemma by induction using the flow equation (3.7). Hint:

Observe that F,ig1 = Fi™ js local, and consequently it satisfies the above support property.
Note that for u € (0,1/2] the kernel G, is supported in a ball of radius ).

Remark 3.20 (#). Since we would like to use Lemma 3.18 in the proof of the stochastic
estimates for the enhanced noise we will actually establish the bound stated in Theorem 3.14
only for p € (0,1/2]. The bound for p € [1/2, 1] can be then easily proved deterministically.
Alternatively, one can set

(Bl ) = D0 >0 N AFL 00 @65, (3.9)

Then H, , = O(A*T!) is true for u € (0,1/2], which is sufficient to show the bound (3.4)
for some 8 > 0.
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4 Cumulants of effective force coefficients

Recall that the finite list of the effective force coefficients (Fi’m)ie{o,...,z‘.,},me{o

K,*

34} 1s called

,,,,,

the enhanced noise. In order to prove the stochastic estimates for the enhanced noise
stated in Theorem 3.14 we will first establish certain bounds for the joint cumulants of the
effective force coefficients. Subsequently, we will infer bounds for the moments and apply a
Kolmogorov-type argument to conclude. The bounds for cumulants involve the norm [|«||ym
introduced in Def. 4.5 and are stated in Theorem 5.3. The proof of the bounds for cumulants
is based on a certain flow equation that is derived in Lemma 4.14.

Definition 4.1. Let p € N, I = {1,...,p} and ¢,, ¢ € I, be random variables. The joint
cumulant of the multi-set ((4)qer = ((1,---,(p) is defined by

E((ry -5 6) = E(C)ger = ()P0, ... O, log Eexp(it1¢1 + ... + it,,gp)|t1:.__:tp:0.

In particular, E(C1, (2) = E(¢1¢2) — E¢1 ECa.

Definition 4.2. Givenn € N, I = {1,...,n}, my,...,m, € Ny and random distributions
¢y € L' (MM™Ma), g € I, the deterministic distribution

E(C‘Z)QGI) = ]E(Cl, ey Cn) = y’(Mn X Mm1+...+mn)

is defined by the equality

<E(C177Cn)a¢1®®wn®<p1®®90n> = ]E(<<17w1®901>7"'»<§n7¢n®90n>)
for all ¥4 € S (M), ¢, € S (M™), g € I.

Definition 4.3. A list (¢,m,s,r), where i € {0,...,4,}, m € Ny and s,7 € {0,1} is called
an index. For n € Ny we call

I= ((il,ml,sl,rl),...,(in,mn,sn,rn)) (41)

a list of indices. We define n(I) := n, i(I) := i1 + ... + in, m(I) := (M1,...,My),
m(I):=mi+ ...+ My, s(I):=81+...+5, and 7(I) :=r1 +...+1r,. We use the following
notation for the joint cumulants of the effective force coefficients

E}, =R} opFxm™, . . 0oy Finme) € /(MM x MmD),

Remark 4.4. In order to prove the convergence of the enhanced noise as k \, 0 one has to
study cumulants Ej , with 7(I) # 0. In what follows, for simplicity, we restrict attention to
cumulants Ef , with T = ((i1,m1,51,0), ..., (in, Mn, 55, 0)).

Definition 4.5. Let n € Ny, m = (my,...,m,) € Nj and m = my + ...+ m,. The vector
space V" consists of maps V € C(M"” x M™) such that
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(1) the function
(1, yn) = V(X oo Ty + 21, -, Y0+ Tn)

is 27 periodic in all variables for every
(yla”'ay’m) = (Y17'-'5yn) €M™ x ... x M™ :Mma
where
Y+x:: (yl +x,,yn+$) EMm
for arbitrary m € Nog, z € M, y = (y1, -+ -, Ym) € M™,
(2) it holds

V@t o s @Yty Ym) = V(1 + 2, o+ 2501+ 2,0 oy Y + 2)

for all 1, ..., %0, Y1, -+, Ym, 2 € M|
(3) the norm

VIym = sup/ [V(z1,...,Zn;y1,- -y Ym)| daa ... da, dys .. . Ay,
1 EM JTn—1xM™

is finite.

Remark 4.6. Note that for n =1, m =m € N” and V' € V" it holds [|[V|ym = ||[V][ym.

Remark 4.7. Using the condition of translational invariance stated in Item (2) of the above
definition the expression for the norm ||V|

v can be rewritten in more symmetric form

1
(2m)¢

Definition 4.8. For ¢ € [0, 00) and a list of indices I of the form (4.1) we define

IV Ivm = / V(z1, .., Zn;y1, - Ym)| dor - .. dapdyy - . . dYm.
Tn xMm™

0:(I) := o:(i1,m1) + ... + 0c(in, mp) € R.
We also set o(I) := go(I).

Remark 4.9. Using the fact that the law of the noise &, is invariant under translations
in space one proves that the same is true for the effective force coefficients F;ZL Since

K, € C(M)N L'(M) and oros Fim e V™ for all k, 1 € (0,1] one easily shows that

KSntm « Bl eVl

K,

for all k, € (0,1], where n = n(I), m = m(I) and m = m(I). In Theorem 5.3 stated in
the next section we prove that for an appropriate choice of the counterterms the following
bound

||K§>(n+m) % E,{;,#Hvtm < [M]QE(I)fUS(I)er(nfl) (4.2)
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holds uniformly in x € (0,1] and p € (0,1/2]. In order to see that, at least at a heuristic
level, the above estimate is compatible with the bound stated in Theorem 3.14 suppose that

E| K20+ 4 9o Flm||s,, < [u)(e=bm=o9),

The last bound is almost what Theorem 3.14 says. Observe that this bounds implies that

JEEC™ 4 BE g S ()07, (4.3)
where
HV||9€, = sup /|V(J:1,...,xn;yl,...,ym)|dy1...dym.
T1,...,Tn €M

Actually, the bound (4.3) would be also true if EI  was defined to be the expected value

Ky,
of a product of the effective force coefficients and not their joint cumulant. The presence of

}d(nfl)

the extra factor [u appearing in the bound (4.2) can be understood at least for u > &

by noting the following support property of the cumulants

supp B, C {(21,- -, T3 Y1, .- Ym) € M|
\J;g—ajl\\/...\/|xn—x1|\/|y1 —$1|\/...\/|ym—$1‘ SC[H\/M]}
for all x,pu € (0,1] and some ¢ € (0,00) depending only on I. Note that the norm [|«||ym

is weaker than ||+[|jm. Because of the extra factor [1]9"=1) the bound (4.2) is easier to
establish than the bound (4.3).

Remark 4.10 (#). For € € (0,00) and any list of indices I such that m(I) < 3i(I) it holds
0:(I) < o(I). Moreover, o-(I)+ (n(I) —1)d > 0 for € € (0,¢,) and lists of indices I such
that o(I) + (n(I) — 1)d > 0.

Exercise 4.1. Draw the graphs representing cumulants Ej , with i(I) = 2, m(I) = 2,
s(I) € {0,1}, r(I) = 0. For simplicity, ignore numerical prefactors. Use the graphical
representation of the effective force coefficients in terms of trees introduced in Sec. 3. Recall
that x—y = (G — G,)(x —y) and x—y = Gu(x —vy). Furthermore, use the edge
T oeeeee y = E&q(2)¢x(y) to denote the covariance of the regularized noise. Note that, in
general, graphs for cumulants are not trees. Hint: For the warm-up, draw the diagrams for

the cumulant E(&x(71)8x (22)€(73), & (Y1)€k (y2), £x(2))-
Definition 4.11. Fixn e Ny, n e {1,...,n}, my,...,mp41 € Ng. Let

m = (m1 + Mpt1,Ma,...,my) € N{, m=(1l4+mi,ma,...,Muy1) € Ng"'l,
m=(1+mi,ma,...,mz) € Ng, m= (Mat1,..-,Mnt1) € Ngiﬁﬂ
and m = my + m,41. The bilinear map A : .7 (M) x V™ — VM is defined by
A(G,V)(@1,- %03 Y1, Yt 1,25 - -+ Yn)

¢:/2V(I1,~~-a$n+1;y,Y1,---,Yn+1)G(y*$n+1)dyd$n+1-
M
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The trilinear map B : .(M) x V™ x V™ — VM is defined by

G WU)( axn;ylayn+1ay2a"'7yn)

1
E Z Wxlu"'7xﬁ;yuy7r(l)7"'7yﬂ(m1)7y27"‘7yﬁ)G(y_x’n+1)
— 7EPm

X U(@nt15Tat 1y T Yn(ma41)s - - -5 Yme(m)s Yt 1s - - - Yn) dydTn 1.
In the above equations y; € M™3, j € {1,...,n+1}.

Lemma 4.12. Letp e Ny, I ={1,...,p} and (1,...,p, ®, U be random variables. It holds

E(G ... Cp) = Z Z E(Cq)q&h - -E(Cq)qelw (4.4)

Ilu..‘UI,,.:’I
A A
E((Co)gers ®¥) = E((Cger, &, )+ Y E((Gogen, ®) B((Co)geras V). (4.5)
I,I,CI
LUIL=I
Proof. See e.g. Proposition 3.2.1 in [PT11]. O
Lemma 4.13. Letn € Ny, iy € Ng, mq,...,m, € Ng and I ={2,...,n}. For any random

distributions ¢, € ' (M'*T™a), g € I, the cumulant
E(aﬂFfi}[’Lmlﬂ (Cq)ger) € (Mt

18 a linear combination of the expressions

A(G“, E(Ffz:/i+k7 (Cq)ger, Féf;j’mlik)) (4.6)
or
B(Gm ]E(Fij,lfk» (Cq)qeh)»E(Féf;]’ml_k» (Cq)q€lz)>v (4.7)

where j € {1,...,i1}, k € {0,...,m1}, r € {0,711} and the subsets I,Is C I are such that
LU =1 and I, NIy = (. The coefficients of the above linear combination do not depend
on k,p € (0,1). We used the notation introduced in Def. 4.2.

Proof. The statement follows immediately from the flow equation (3.7) and Eq. (4.5). O

Lemma 4.14. Let J = (J1,...,3,) = ((i1,m1,1,0), ..., (in, Mn, Sn,0)) be a list of indices
such that s1 = 1.

(A) The distribution E,i’“ can be expressed as a linear combination of distributions of the
form

A(Gu.ES,) or  B(Gu EL

A7)

B ),
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where the lists of indices K, L, M satisfy the following conditions

n(K) = n(J) + 1, n(L) +nM) =n(J) + 1,
i(K) =i(J), i(L) + (M) = i(J),

m(K) =m(J) + 1, or m(L) +mM) = m(J) + 1,
s(K) =s(J3) -1, s(L) +s(M) = s(J) — 1,
0:(J) — 0 = 0:(K) — d, 0:(J) — o = 0-(L) + 0-(M).

(B) Suppose that the bound

RSO+ 4 B | ) S [ oo

holds uniformly in & € (0,1], p € (0,1/2] for all lists of indices I such that i(I) < i(J),
or i(I) = i(J) and m(I) > m(J). Then the above bound holds uniformly in k € (0,1],
w € (0,1/2] for I =17.

Remark 4.15. Let J = (Jq,...,J,) be a list of indices. For a permutation = € P,, we set
7(J) = (Jx(1)s- - +»In(n))- By Remark 4.7 it holds

[F2n

n,,tut‘“(J) = ||E/T<r,(;j)‘

Vtm(‘zr(J)) .
Hence, the above lemma is true for all list of indices J such that s(I) # 0.

Proof (#). Part (A) of the lemma follows immediately from Lemma 4.13 applied with
Cq E@EqFé‘jﬂmq’aq, qe{2,...,n}.
It holds

K= ((j,k+ 1,0,0), Jo, ..oy In, (il —J,my — k,0,0)),
L= (]7 k + 1; 070) u (Jq)qehv M= (il - j, my — kvov 0) U (Jq)q€fza
where L denotes the concatenation of lists, [y Ul = I = {2,...,n}, [ NI, = 0 and
je{l,...;i1}, k€ {0,...,m1} coincide with the respective objects in Eqgs. (4.6) and (4.7).
This together with Def. (4.8) implies that the lists K, L, M satisfy the conditions stated in
Part (A). To prove Part (B) we use Part (A) and Remark 4.18. O

In the remaining part of this section, we collect some technical results that were used in
the proof of the above lemma.

Definition 4.16 (#). Let T := M/(27Z)?. For K € L'(M) we define TK € L!(T) by

TK(z):= Y K(z+y).
ye(2nZ)d
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Lemma 4.17 (#). The maps A : (M) xV® — V™ B : .7 (M) x V* x V* — V™ are well
defined. It holds
[A(G V)lve < ITIG | ) [VIIve

IB(G W, U)llve < Gl [Wlvg U]y
Proof. See [Duc22, Lemma 14.10]. O

Remark 4.18 (#). Note that Lemmas 2.11 and 4.19 (D) imply that ||15fLG#||L1(M) <1 and
ITIPLG [l oo (ry < ITE oo (ry IPEGullrony S (1™ IPEG Ll (),

uniformly in p € (0,1]. Moreover, using the fact that laﬂf( 1 = 0o one shows that for all
w € (0,1] it holds

K2m) 4« A(G,V) = A(P2G, KZHmT2) 4 V)

and
KZtm) « B(G,W,U) = B(P2G, KZ M+ sy, KP(n=ntm=mt1) . ),

where m =mq + ...+ myu41 and m =mq + ...+ my. Consequently, by the above lemma
we have
K20 5 A(G, V) v S [u) = IIEZTH™ 5 V|

and
I 5 B(Gyy WUy S KD 5 Wy |2 s Uy

uniformly in p € (0,1] and V € V® W € V® U € V.
Lemma 4.19 (#). Let a € N¢ and p € [1,00]. The following is true:

(A) If |a| < d, then |0°K,|x < [p) 1% uniformly in pu € (0,1].

(B) It holds |[P,0,K,|lx < [#]~7 uniformly in u € (0,1].

() 1R llzosey S 1=40~D/2 uniformly in u € (0,1).

(D) ITRyllocay S (190~ uniformiy in p € (0,1].

Exercise 4.2 (#). Prove the above lemma. Hint for Item (D): Identify T with [—m,m)¢ C R9.
Write TK,, = K, + (TK, — K,,). Use the fact that K,(z) < exp(—|z|) uniformly in x € R?
to show that | TK,, — K’MHLP(T) < [p]9 for any p € [1,00] and g > 0.
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5 Uniform bounds for cumulants

In this section we establish uniform bounds for the joint cumulants of the effective force
coefficients. The proof is by induction and is based on the flow equation for the cumulants
derived in Lemma 4.14. The cumulants that coincide with the expected values of the coef-
ficients (F, é:b)i€{17~»-,iu} will require a special treatment. More specifically, to prove bounds
for EF}), we will decompose EF] (x;dy) into a local part proportional to d,(dy) and a
certain remainder using the maps introduced in the following definition.

Definition 5.1. For m € N we define 6" € .#/(M'+™) by the equality

(Y@@ ... ® pm) = /Mw(w)wl(w) o om (@) do

for all ¥, p1,..., 0, € F(M). Let X%(z;y) := (x —y)® for a € N¢ and z,y € M and let
V € V! be such that V(z;y) = V(z — y;0), V(z;y) = V(—a;—y) and XV € V! for all
a € N¢. We define IV := Ju V(@;y)dy € R. Fora € N¢ we define RV € V! by the equality

1
RV (aig) = 2} [ 1= r)el o r s+ (= ) dr
for all x,y € M.

Exercise 5.1. Prove that the following equality V. = (IV) 61 + Z|a|:2 0“RAV holds in
" (M?), where the sum is over a € N& and 0% denotes the derivative with respect to the
second argument. Show that [IV| < [[V[lyz and [[R*V |y < [|XV][y1. Hint: Use the
integral form of the Taylor remainder. ‘ ‘ ’

Remark 5.2. The proof of the following theorem uses the idea from the a very simple proof
of perturbative renormalizability of QFT models given by Polchinski [Pol84] based on the
renormalization group flow equation (see [Mul03] for a review). For non-perturbative appli-
cations of the flow equation see [BK87, BB21].

Theorem 5.3. There exists a choice of the counterterms (cﬁj))ie{l,_w} in Eq. (1.3) such
that for all list of indices I = ((i1,m1,51,0), ..., (in, Mn, Sn,0)) the bound

K2 5 BLvp S [pes@os@tdn=D (5.1)
holds uniformly in k € (0,1], p € (0,1/2], where m = (mq,...,my), m=my + ...+ m,.

Remark 5.4. Note that the equation we want to solve, @, = G * F,;[P,], is invariant under
the transformations (@, &) — —(Px, &) and (P, &) = (Pr(—+),&x(—¢)). Using the fact
that the law of & is invariant under the transformations &, — —¢§, and &, — &.(— ) one
shows that Ej , = 0 unless n(I) +m(I) € 2Ny and Ef , is invariant under the inversion
through the origin 0 € M™D+m(1),
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Proof. We first note that the theorem is trivially true for all list of indices I such that
m(I) > 3i(I) since then Ef , = 0. The rest of the proof is by induction.

The base case: Consider a list of indices I such that ¢(I) = 0. In this case the cumulants
E; ., coincide with the cumulants of the white noise ;. The only non-vanishing cumulant
is the covariance corresponding to n(I) = 2, m(I) = (0,0), m(I) =0 and s(I) = 0. It holds

|E(K,, * &, K, % &) lvm < sue%/ |E(&(x1)€(daa))| = 1.
1
This finishes the proof of the base case.

Induction step: Fix i € Ny and m € Ny. Assume that the theorem is true for all lists of
indices I such that either i(I) < 4, or ¢(I) = ¢ and m(I) > m. We shall prove the theorem
for all T such that i(I) =i and m(I) = m.

Consider the case s(I) > 0. Then we use the flow equation for cumulants introduced in
the previous section. More precisely, the bound (5.1) follows from the inductive assumption
and Lemma 4.14 (B).

It remains to prove the statement for lists of indices I = ((41,m1,0),. .., (in, My, 0)) such
that s(I) = 0. It follows from Def. 4.3 of the cumulants E}  that

K,

=EL,+ Z/ 2 dn, (5.2)

where
I; = ((41,m1,0,0),..., (ig, mq, 1,0), ..., (in, My, 0,0)).

Note that s(I;) =1, hence the bound (5.1) has already been established for Ey -
First, let us analyse the irrelevant cumulants, i.e. those with I such that

o(I) + (n(1) — 1)d > 0.
Let us recall the non-zero force coefficients

FB,O — 55, F1,3 _ 5[3]

K )

Fé’lzcg)6[1]7 Z€{1a7lﬁ}

In particular F;g1 = F\™ is deterministic if ¢ € Ny. If n(I) > 1, then E} ; is a joint
cumulant of a list of at least two random distributions. Since i(I) = ¢ > 0 one of these
distributions is deterministic and the cumulant vanishes. If n(I) = 1 and o(I) > 0, then
Ej y coincides with F™ for some i, m € Ny such that o(i,m) > 0. However, F>™ vanishes
for i,m € Ny such that g(i,m) > 0. Hence, we conclude that E} ; = 0 for all irrelevant
cumulants. Using this fact and Eq. (5.2) we arrive at

N n e
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which follows from the estimate proved in Exercise 5.4. Using the induction hypothesis we
arrive at

RO BTy < /“[U]gau)—wd(n—l) < []e OFn=D)
El t 0

Note that to get the last bound we crucially used the fact that ¢.(I) + d(n — 1) > 0 for
sufficiently small € € (0, 00). This finishes the proof of the induction step for the irrelevant
cumulants.

Next, let us analyse the relevant cumulants, i.e. those with I such that

o(I) + (n(T) — 1)d < 0.

Note that for i(I) > 1 the above inequality implies that n(I) = 1. Consequently, by Re-
mark 5.4 the non-trivial cases are I = (1,3,0) or I = (¢,1,0) with ¢ € {1,...,i3}. Thus, we
have to prove bounds for the following cumulants

EF;;,?;, EF;:L, i€ {l,... i}

Hecall that Fégl = F™. Since O, F, 112 = 0 we have EF, :i;?i = 613, Consequently,
IK2* * BFS 3 lys = 1 < [p] 7 = [

Let us now study the cumulants IEF;L with ¢ € {1,...,44}. By Exercise 5.1 the bound for

the cumulant
E}, =E0,F) =: E}

Ky

which follows from the induction hypothesis, implies that

K2 # By llve S o007, L2 By )| S ] 0 (5.3)

~

Using Exercise 5.1 we introduce the following decomposition

EF.), =EL 60+ EL 4+ E. , €7 (M?), (5.4)
where EX , € R and EZ ,, EX , € .7/ (M?) are defined by the equalities
oL, =LK« E ), By o= c®
OBl = s ORUKE? 4 L), iy =0,
8,7177;7,7 = E;m — [??2 * E,im, Eﬂfivo =

The motivation behind the above decomposition is that, as we shall see below, 877Ev’fim and
8,]E~',i’77 satisfy the following bound

|2 5 0y BL Iy v IS %0, B, erliy=o 42,

v S In/ul? IK22 < E),

lyr S a2 ]

32



It turns out that for d € {1,...,6}, o € (d/3,d/2] and sufficiently small € € (0, 00) it holds
0:(i,1)+2 > 0 for all ¢ € N,. Consequently, the RHS of the above estimate is integrable in
n at 7 = 0. On the other hand, the bound for &,Eém 61 given in (5.3), is not integrable in
n at n = 0 but this contribution is local and, as we will prove in a moment, E}, , € R can

be bounded by making a suitable choice of the counterterm C,(f) eR.
Let us first study the local term Ei 61 We start by fixing the counterterm to be

Ky

. vz .
W= —/ L(KE?« Bl ) dn.
0

Then it holds

n 1/2
ad _ 7 Q2 nl} _ Q2 nll
Ew_cgm/o L(K *Em)dn_—/u L(K2? « B}, ) dn.

Consequently, since g.(¢,1) < 0 for i € {1,...,44} we obtain

.. 1/2 _ .
IE}%M' 5/ [mgs(z,l)—a dn < [N]gs(l’l)-
o
This implies the desired bound
12 % (B, 6™ vy S [0

Next, let us proceed to the estimates for the non-local terms Evfm and E~f“7 Using the
boundary condition E/i,o =0 and the bound [|0°K,,|x < [u]~1%! proved in Lemma 4.19 (A)
we estimate

_ . ~ n N g
K522 % B llve < )72 sup /O IR (K2 % B ) |ye doy.

a|=2

By Exercise 5.1 the RHS is bounded up to a constant by

IL ~ . .
swp 1] [ IR L
al=2 0

Recall that by Lemma 3.18 there exists ¢ € (0, 00) such that for all n € (0,1/2] the coefficient
Oy FiL as well as its expected value EY. , = E0,F\] are supported in the set

{(z,y) € M? ||z —y| < c[n]}-

Pretending that there exist ¢ € (0,00) such that for all 7 € (0,1/2] the kernel K,, is sup-
ported in
{z e M||z| < c[n]}

we obtain that K’f?z * E;n has the same support property as E;n Consequently,

1 (K2 Ep ) lve S W 152 % Byl
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Since the kernel Rn does not have the above-mentioned support property the rigorous proof
of the above estimate is slightly more complicated and is given in Lemma 5.6 below. Taking
into account the induction hypothesis, we obtain the bound

- .. H - .. H .
w@%mmwsM*Am%@%mmwmswﬂlmmmﬁm

Similarly, by Exercise 5.5 we have

~ ~ . H ~ .. H .
W@“ﬂAWSM”AMW@“&MWMSM”AMMW“M

Finally, we use the fact that o-(i,1) + 2 > 0 to show

lL . .
72 [0 g S e,
0

which concludes the proof. O

Exercise 5.2. Verify Eq. (5.4) using Remark 5.4.

Exercise 5.3. Check that in the Da Prato-Debussche regime corresponding to o € (2d/5,d/2]
the above proof simplifies as the use of the maps I and R is redundant.

Remark 5.5 (#). Observe that the counterterms (c,(f))ie{l’win} are implicitly fixed by the
following renormalization conditions

/MEF,Z;’,;:l/Q(x;dy) =0, ic{l,... i}

The procedure of fixing the counterterms works because of the property of the effective force
coefficients mentioned in Remark 3.8.

Exercise 5.4 (®). Letn € N;, m = (mq,...,my,) € N} and m = my + ... +m,. Using
Ezercise 2.1 (3) prove that for all0 <n < pu <1 and V € V™ it holds

K™ 5 Vlym < [|KE0T™ 5V lym.
Exercise 5.5 (#). Show that it holds
(B2 = K72+ K7%) + Ve < [n/ul? 1K+ Vs

uniformly over p,m € (0,1] and V € V}. Hint: Let f(u € IC be the solution of lauf(u = 0o,
where P, == (1 — [p]?A). Verify that K, — K, x K,, = [n/u]* (K, — K, * K,,).

Lemma 5.6 (#). Fiz some m € Ny and ¢ € R. There exists C € (0,00) such that if for
some p1 € (0,1/2] and V € (T x M™) it holds

supp V' C {(@, 51, ym) [z — [ V.. V ]z —ym| < clpf}

then
XK 5 V) lym < C [p] [ KZIT™ s V| pm.

34



Remark 5.7. Note that the lemma would be obvious if K u € C(M) was compactly supported
in a ball {z € M||z| < ¢[u]} for some ¢ € (0,00) independent of u € (0,1/2]. Even though
this is not exactly true, one can easily proved the above result by leveraging the fact that
the kernel K, decays exponentially with the rate 1/[u].

Proof (#). A simple rescaling reduces the proof to the case p = 1. Let v € C°°(M) be such
that suppv C {& € M||z] < 1} and v = 1 on {& € M||z| < 1/2}. For 7 € [1,00) let
L,(z) := Ky (z)v(z/7). Tt holds

(K™ 5 V) y < JXALET™ 5 V) [y + / 1220 (LEWE™ % V) |y dr
SILEH™ 4V + / 7lal |8, (LEW+™) 4 V) [y dr,
1

where to get the last estimate we used the fact that supp L, C {z € M||z| < 7}. Next, we
observe that
L‘r - PlLT * Kla 8TLT = PlaTLT * Rl

and |[P1L,|x <1 and |P18,L.|x < 7N uniformly in 7 € [1,00) for any N € N, because
of the exponential decay of the kernel K;. Consequently, we have

| RE V)l SIREC Vg [ AoV JREC Vg dr,
1

which finishes the proof. O

Exercise 5.6 (#). Prove that with the choice of the counterterms (cg))ie{17.__,,»n} made in
the proof of Theorem 5.3 for all list of indices T = ((i1, m1,81,71)s- -, (in, My, Sn,Tn)) the
bound

‘|f(§(n+m) * E}IW| vm < M(E*U)T(I) [#}95(1)708(1)%("71)

holds uniformly in k € (0,1], u € (0,1/2]. Hint: First generalize appropriately Lemma 4.13.
Then follow the proof of Theorem 5.3. To prove the base case of the induction verify that

Sup/ B((K o 05 &) () (K% 072 6:) (y)) | dy < [6] 7 Fm2) ] =2,
z€T JT

A Kolmogorov-type argument

The following lemma proves the stochastic estimates for the enhanced noise assuming bounds
for the cumulants of the effective force, which were established in Theorem 5.3 and Exer-
cise 5.6. The idea is to first infer the bounds for the moments of the effective force coefficients
from the bounds for the cumulants and subsequently use a Kolmogorov-type argument.
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Lemma A.1. Fiz n € 2N such that d/n < e and i,m € Ny such that o(i,m) < 0. For
s,7 € {0,1} we define the list of indices I = I(s,r) = ((¢,m, s,7),...,(i,m,s,7)), n(I) =n.
Assume that for s,r € {0,1} the following bound

[REC+) s« BE ooy S [ =@ +n=D

holds uniformly in € (0,1] and v € (0,1/2]. Then there exists a random variable R € [1, 0]
such that ER™ < oo and the following bound

||K§(1+7n) * F;ZZLHV"’ < R [M]ng(l,m)
holds for all k € (0,1] and p € (0,1/2].

Proof (#). By the assumption, Exercise A.1, the relation between the expectation of a
product of random variables and their joint cumulants expressed by Eq. (4.4) as well as the
equalities 0. (I) = no:(i,m) and s(I) = ns we have

(RS @ P s 0507 Fim (o, yn, )" S [6]7E )" ] lee i) =os=dm)

K™ Kyl ~

uniformly in x € (0,1] and p € (0,1/2] and z,y1,...,ym € M. Using the Fubini theorem
and the argument from the proof of Lemma 5.6 one shows that

E”f{?(lﬁ-m) ® K?(l-&-m) * aiarFi,m”zn(TXMm) 5 [E]n(a—a)r[u]n(ge(i,m)—as—dm)—kdm.

kL R,

Taking into account the fact that K, = Kﬂ * K’H * f(u we conclude by Lemma A.2 that

EI KL % R0 e ey S [R] 7 etz =,

Employing again the strategy from the proof of Lemma 5.6 we obtain

EHKE?(l—&-m) * a}ia;Fli:LnH%m S [R]n(e—a)r[M}n(gs(i,m)—as)—d.

Using Lemma 4.19 (B) we arrive at
0507 (£« B [fn < [s]1E) [ ee om0~
Finally, we apply the result stated in Exercise A.2 with

Crop = K§(1+m) * F;;:;’}, p=0-(i,m) — 2.

Since F;ZL =0 for m > 3i and p > 03.(i,m) for m < 3i this finishes the proof. O

Exercise A.1 (#). Letn € Ny, m = (mq,...,my) € Nj and m =mq + ...+ my,. Show
that it holds
K™ s V| oo oy S [~ 4D [V |y

uniformly in p € (0,1] and V € V*. Hint: Use Lemma 4.19 (C) and (D) with p = cc.
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Lemma A.2 (#). Let n € 2N, m € Ny. There ezists a constant C' > 0 such that for all
random fields ¢ € L>®°(T x M™) and u € (0,1] it holds

E[KZ0H™ 5 e pnmy < C 1] X EJC) 20 gy

Proof. Note that
REMH™ ¢ = (TR, ® KE™) x ¢

where % is the convolution in T x M™ and Tf(u is the periodization of IN(M (see Def. 4.16).
Using the Young inequality for convolutions we obtain

EREH k(2 < ITR o0ty W R 20100 BNy
The lemma follows now from Lemma 4.19 (C), (D). O

Exercise A.2 (#). Fizn € Ny, m € Ng. Prove that there exists a universal constant ¢ > 0
such that if

0705l < C ] T [u]m0meoste) s € {0,1}, w,p€ (0,1],

for some differentiable random function ¢ : (0,112 — V™ and C > 0, p <0, then
E( sup [ Coulipn ) < cC.

K, u€(0,1]

Hint: Use the estimate

1
(7 1Sk

1 1
o < [Cuallym + / / 11 11930 Gl oy

m

(02 18yl i + /

m

and the Minkowski inequality.

Exercise A.3 (#). Under the assumptions of Lemma A.1 prove that for all p € (0,1/2]
there exist random Fy'' € ' (M"™) such that

lim  sup [p] 2G| KEOTM s (F — FEM)|lym =0

N0 e (0,1/2) "
almost surely. Hint: Use the argument from the proof of Lemma A.1.

Remark A.3 (#). Using the result stated in the above exercise and the fact that every
k€ (0,1] the coefficients ((0,1/2] 3 p = F27" € V™)icqo,....i, }men, Satisfy the flow equa-
tion (3.7) one verifies that the coefficients ((0,1/2] 3 p— Fg'i* € &' (M) icr0,....4,} meN,
are almost surely continuously differentiable and satisfy the flow equation.
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B Relation to original equation and convergence

The lemma below specifies the conditions under which a fixed point of the map Q, introduced
in Lemma 2.15, corresponds to a solution of @, = G * F,;[®,] for k € (0,1].

Remark B.1 (#). In the case of parabolic equations a natural way to proceed would be to first
construct the maximal classical solution of the mild formulation of the SPDE with regular-
ized noise &, by patching together solutions constructed in short time intervals using the con-
traction principle. Then it is straightforward to verify that the maximal solution restricted
to a short time interval is a fixed point of an analog of the map Q introduced in Lemma 2.15.
In the case of elliptic equations the classical solution of &, = G * F,;[®,] constructed using
the contraction principle exists only for A € [—A, «, A x], Where lim,\ o Axx = 0. Because
of this, we proceed in opposite direction and argue that for some A\, € (0, 00) independent
of Kk € (0,1] and all A € [-A,,\] and k € (0,1] a fixed point of the map Q, under some
extra assumptions, is also a solution of @, = G * F;[®,]. It seems impossible to construct
the above @, for all k € (0,1] by directly solving @, = G x F,;[®,.].

Lemma B.2 (#). Fizx € (0,1]. Assume that the family of functionals (F ) .e[0,1) of poly-
nomial type depends continuously on p € [0,1] and is piecewise continuously differentiable
in p for p € (0,1]. Moreover, suppose that Fy, o = F,. and for some R € [1,00) and m;, € Ny
it holds
ID*(05 Fe )] - =% || < RI[9[I* (1 + flol)™

for all k € No, s € {0,1}, p € [0,1], o, € C(T). Let the family of functionals (Hy ,u),e(0.1]
be defined by Eq. (2.6). If a continuous and bounded function

(0,1] 3 g+ (Pre i Co) € C(T) x C(T) (B.1)

is the fized point of the map Q, defined by Eq. (2.14) in terms of I:"# [o] := K, xFy ,[K,*¢]
and H,[p] := K, * H. ,[K,, * @], then the limit lim,~ o K, * &, , =: &, exists in C(T) and
satisfies the equation @, = G x F;[D].

Sketch of the proof. Using P, K, = dp and K, ,, * K,, = K,, we show that
(O, 1] S p = (435,/“ Cm,u) = (Ku * éf@,uvpugn,u) € C(T) X yI(M)

satisfies the system of equations

1
{(‘bmu == fu G * (Fiep[Prn] + Cu) dn

o o (B.2)
G, fo (H&n[@mn] + DFKJ][QjHJ]} (Gn * Cn,n)) dn

Using the assumptions about the effective force and the fixed point we show that the inte-
grands above are continuous and bounded. Hence, we conclude that

(0,1] > = (P, Cep) € C(T) x C(T)
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and the above function is bounded, differentiable and has a limit at u = 0. Next, we show
that 0y (Fi,n[@r,n] + (k) = 0 by following the argument from the beginning of Sec. 2. As
a result, we obtain Fy, ;[P ] + (e = Fi[@,]. Consequently, the first of the equations (B.2)
implies that @,; satisfies the equation @, = G * F;[D,]. O

In order to use the above lemma one has to verify that for x € (0,1] the unique fixed
point (5557.,(:&.) of the map Q. : #r — PBr constructed in Lemma 2.15 is such that the
map (B.1) is bounded. The proof of this fact is the subject of the following exercise.

Exercise B.1 (#). Fizk € (0,1]. Assume that ||€.|| S 1 and |c,(.f)| S 1 forallie{1,...,44}.
Using the flow equation (3.7) show by induction that

IECI S LA [u]7 =/

K,

uniformly in p € (0,1], where the constants of proportionality depend only on i € {0,... i}
and m € {0,...,3i}. Conclude that there exists R € [1,00) such that for every § € [—o/2,0]
it holds

(172 | Felelll < R (L4 [1]7° loll) (B.3)
where F,, . is the effective force defined by Eq. (3.9). Let (513,.{7.,5,@.) € ABr be the unique
fized point of Q. constructed in Lemma 2.15 applied with o € (—0 /2,0 — d/2). Using
iteratively the bound (B.3) and the fact that (@K7.,§:ﬁ,.) is a fived point of Q. show that
®,.. : (0,1] — C(T) is bounded.

To conclude the proof of Theorem 1.1 one has to solve the following exercise in which
we study the existence of the limit « “\ 0.

Exercise B.2 (#). For k € [0,1] let

(Fu)ue1) = Fepuea,  (Hu)ue©1) = Hep)ue,) (B.4)
be families of functionals such that:
(1) for all k € (0,1] the assumptions of Lemma B.2 are satisfied,
(2) for all k € [0,1] the assumptions of Lemma 2.15 are satisfied,
(3) for all k € [0,1] there exists v, € R such that

[1)7 = (ID*(Fo = Fro) ] - ¥ < re W2 [u) = [ lD)* (1/2 4+ A2 ] = [lepl)™,
(17 | (Ho = He) @) < 7 (1/2 4+ X3 )= [lep])™
for all k € {0,1}, Kk, € (0,1], p, v € C(T), X € [-1,1] and lim,~ o7, = 0.
For k € [0,1] let Q, be defined by Eq. (2.14) in terms of the functionals (B.4). By Assump-
tion (2) and Lemma 2.15 for every A € [—A., A and k € [0,1] the map Q. : Br — $r
is well defined and is a contraction with the Lipschitz constant less than 1/2. For k € [0,1]
let (QEK,.,C},) € Br be the unique fized point of Q.. By Assumption (1), Lemma B.2 and
FEzercise B.1 the limit @, := lim,\ o én,u € Cp(M) ezists and solves @, = G * Fi[Dy].
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(i) Show that lim~ o Q,[®.,(.] = Qo[®.,(.] for all (D.,(.) € Br.
(ii) Using Item (i) conclude that lim o(Py..,Cr..) = (Po..,Co..)-
(iii) Verify the equality K, @, = K, % K, * @y, + (G — G ) % (Fy u[ @] + Cop)-
(iv) Prove that there exists $g € /' (M) such that

lim ||®. — Pol|gemn = lim su YK, * (P, — D o = 0.
N\OH oll« (M) K\OHE(&)N[M] [ w ( 0)lle (M)

Hints: To prove (iii) follow the proof of Lemma B.2. To prove (i) use |G — G| < [u]”.

Proof of Theorem 1.1 (#). First note that by Theorem 5.3 and Exercise A.3 the assumption
of Lemma A.l is satisfied. By Lemma A.1 and Exercise A.3 one shows along the lines of
the proof of Corollary 3.17 that the families of functionals (FmM)MG(O,l] and (ﬁmu)ue(oyl]
defined by Egs. (3.9), (3.2) and (3.1) fulfill all the assumptions formulated in Exercise B.2.

This implies Theorem 1.1. O

C Alternative proof of stochastic estimates

In this appendix we give another proof of the stochastic estimates stated in Theorem 3.14,
which is not based on the bounds for the joint cumulants of the effective force coefficients.
The proof is an alternative to the proof contained in Sec. 4, Sec. 5 and Appendix A and can
be read independently. The idea of the proof is to estimate separately the expected values
of the coefficients and their covariances. To bound the covariances we use the following
simple lemma, which is a consequence of the the support property of the decomposition of
the Green function G stated in Remark 2.10.

Remark C.1 (#). In order to generalize the proof of the stochastic estimates presented in
this section to scale decompositions of the Green function G that do not posses the support
property stated in Remark 2.10 one would have to estimate the Malliavin derivative of the
effective force coefficients in an appropriate weighted space.

Lemma C.2. For all i € {0,...,i,} and m € Ny there exists ¢ € Ry such that for all
s €{0,1}, k € (0,1], u € [0,1/2] and x € M, A € Borel(M™) the random variable

83F1’m(x; A+x)

Wt R,p

18 measurable with respect to the o-algebra generated by

{<€7¢> |¢ € COO(M)v vyGM,nyII>C[nV;L] w(y) = O}-

Proof. Since F,izl = 0 if m > 3i, the lemma is clearly true for all ¢ € {0, ...,4,} and m € Ny
such that m > 3i. To prove the lemma for i = 0 it is enough to study F,S:S =&, =9, %€ By
assumption supp ¥, C {z € M| |x| < [s]}. This implies the statement. The rest of the proof
is by induction and is based on the flow equation (3.7), the fact that G, € {z € M| || < [1]}
and the support property of the effective force coefficients stated in Lemma 3.18. O
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We replace Definitions 3.10 and 2.7 by the following definitions, which are more conve-
nient in the present setting.

Definition C.3. Let € € [0,00) and a = . := 0 —d/2 — 3¢, 7y = 7. := 30 —d — 9¢. For
i, m € Ny we define
0:(i,m) == —o—ma.+iv. +e €R.

We omit € if ¢ = 0. We define 4, 44,4 € Ny to be the smallest positive integers such that
o(i, +1,0) >0, o(iy +1,1) > 0, o(iy + 1,2) > 0, respectively.

Definition C.4. Let p € [0,1] and [u] = p'/?. The kernel K, € K is the unique solution
of P, K, = &, where P, := (1 — [u]2A)?+2. We define K, := K, * K, € K and P, := f’i
Let v € C*°(R) such that v(r) =1 for [r| <1 and v(r) = 0 for |r| > 2. Define K,, K, € K
by Kyu(x) = v(|zl/[n]) Ku(z), Ku(z) = v(|al/[u]) K ().

Remark C.5. Note that a. < 0 for all € € [0,00). Moreover, 7. > 0 for all € € [0,00) in a
sufficiently small neighbourhood of € = 0 by the condition of subcriticality. In particular,
iy, € Ny are well defined. For arbitrary ¢ € (0,00) and i¢,m € Ny such that m < 3¢ it
holds g.(i,m) < o(i,m).

To prove the bound for EF;L we will decompose EFZ:L(x;dy) into a local part pro-
portional to d,(dy) and a certain remainder using the maps introduced in the following
definition.

Definition C.6. For m € N, we define 6" € .#/(M'*™) by the equality
09901 .0 pm) = [ V)pi(a).om(e)da

for all ¥, p1,...,0m € S(M). Let X%(z;y) := (x — y)® for a € Ng and x,y € M and let
V € V! be such that V(x;dy) = V(0;d(y — x)), V(z;dy) = V(—2;d(—y)) and X2V € V?
for all @ € N§. We define IV := [, V(x;dy) € R. For a € N§ we define R*V € V' by the
equality

RV (2 dy) = / el 7 (V) (a3 d(a 4 (y — 2)/7)) dr
for all z,y € M.

Exercise C.1. Prove that the following equality V = (IV) M + Z\a\:2 0°ReV holds in
" (M?), where the sum is over a € N&. Show that [IV| < [V ||yr and [|[R*V|[yr < [|XV||y1.
Hint: Use the integral form of the Taylor remainder.

Lemma C.7. Let d € {1,...,4} and o € (d/3,d/2]. There exist a choice of the coun-
terterms (cg))ie{l,_“ﬂ} in the expression (1.3) for the force F, such that for all n € Ny,

i€{0,...,i}, me{0,...,3i}, r,s € {0,1} it holds

(E”K®(1+m) % asaer m”nm)l/n <

KT K, ~

[H](Efo')r [I{ V. N}ge(i,m)f(afe)sfo(?)ifmfs) [M]U(Sifmfs)
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uniformly in € (0,1] and p € (0,1/2].

Remark C.8. For simplicity we assume that d € {1,...,4}. The case d € {5,6} requires one
minor modification. For d > 6 other counterterms are needed to renormalize the nonlinearity.

Exercise C.2. Show that o(i,m) — o(3i —m) <0 for all i,m € Ny such that m < 2i+ 1.

Remark C.9. Since F;Zl = 0 for m > 2i+ 1 by Exercise 3.2 the above lemma together with
the result of the above exercise imply that for all ¢ € {0,...,4,}, m € {0,...,3i}, r,s € {0,1}
it holds

(]E”K?(l+m) % asarFi,mngm)l/n < [KJ](E_U)T [M]gg(i,m)—as

1Okt ko ~
uniformly in x € (0,1] and p € (0,1/2]. Using Exercise A.2 and Lemma C.12 (B) we infer
that there exists a random variable R € [1,00] such that ER" < oo for all n € N and it
holds
sup  sup [p] O | KZUHE s« FU ym < R
k€ (0,1] pe(0,1/2]

for all 4 € {0,...,4,}, m € {0,...,3i}. Furthermore, for all i € {0,...,4,}, m € {0,...,3i},
w € (0,1/2] there exists random FgLn € (M) such that

lim  sup [p] e Gm | KEAE™) o (F0™ — Fom)||ym = 0.
N #6(0,1/2][ ] | 1% 0,/ N ||

This in particular proves Theorem 3.14.

Remark C.10. Note that the equation we want to solve, @, = G x F,;[®,], is invariant under
the transformations (D, &) — —(Pr, &) and (P, &) — (Pr(— ¢),&x(— ¢)). Using the fact
that the law of & is invariant under the transformations &, +— —¢§, and &, +— &.(— ) one
shows that EF, ;7] = 0 unless m is odd and EF, ;ZL is invariant under the inversion through
the origin 0 € M!'*™.

Proof of Lemma C.7. For simplicity, we give the proof only for r = 0. Note that by the
Jensen inequality it is enough to prove the lemma for sufficiently big n € N;. The proof is
by induction on %, m € Ny.

We start with the base case i = 0. Hence, m = 0 and F™ = &,.. It holds

Rt
E((Ky * &) (2)) < [u] ™
by Lemma 4.19 (D) applied with p = co. By the Nelson estimate we obtain
E((Ku*&)(@)") S [u] 7"

for all n € 2N. Since K, = f(u * f(u by Kolmogorov-type estimate stated in Lemma C.13
we obtain
E| Ky &allfoen S W27
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which implies the statement of the lemma provided ne > d. This finishes the proof of the
base case.

We proceed to the proof of the induction step. Fix i, € {1,...,4,} and m. € {0,...,3i}
and assuming that the lemma is true for all i < i,, and i = i, and m > mo. The goal is to
prove the lemma for i = i, and m = mo,. Let us observe that the flow equation (3.7) implies

K§(1+m) *@Eﬁf = _ZZ 1+ k)B(G,, K®(2+k) *Fg,1+k K®(1+m k) *Fz Jm "),
7=0 k=0

where éu = Piéu- Consequently, the statement with s = 1 follows from the bound stated
in Exercise 3.1, Lemma 2.11 as well as the identities

0:(i,m) —o+e=0:(4,1 + k) + 0:(i — j,m — k),
cBi—-m—-1)=0Bj—14+k)+0c3(—7j)—(m—Ek)).
It remains to establish the statement with s = 0. In order to prove the statement of the
lemma for s = 0 and i, m € Ny such that o(i,m) > 0 we use the identity

We first observe that F;B” = Fi™ =0 if g(i,m) > 0. Next, we note that

HK;?(l-"_m *8 Fz m”Vm < ||K®(l+m) % a Fz mHV’“
for n < p by Exercise 2.1 (3). The statement of the lemma with s = 0 follows now from the
statement with s = 1 and the bounds

1/n

m ,m||n 1/ # m ,m||n
(IE||K§(1+ )*FK:HHVM) " S/o (IE||K1§(1+ )*877sz17 va) dn

and

/O [KJ Vi T]}Qa(l,m)70+€70(317M71) [n]a(Szfmfl) d77 S/ [H vV M]gg(z,m)+a(317m) [n]a(?nfm).

We stress that the above bound is valid uniformly in k£ € (0,1], u € (0,1/2] if o-(i,m) > 0,
which holds provided g(i,m) > 0 and € € (0,00) is sufficiently small. We also note that
the bound is valid uniformly in x € (0,1] and p € (0, k] irrespective of the sign of g. (%, m).
Consequently, it remains to prove the statement for s = 0, o(i,m) < 0 and x € (0,1],
w € (k,1].

To proceed, let us recall the non-zero force coeflicients

FO0=¢,, FYP =60 FM =050 e {1,... ).
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In particular F;g1 = Fi™ is deterministic if i € N;. Note that o(i,m) > 0 if m > 4. For
m = 3 the condition p(i,m) < 0 implies i = 1. We have

O i R

Consequently,
I Fopllve = 1,

which implies the statement. For m € {0, 1,2} we decompose

Ff = Fup + FLS ie 1,0},
Fin =B, M+ EL +F +F, ie {1, i), (C.1)
Fi = FR + Fp2, ief{l,... i),
where
871Efc,n = I(EF;},), A,Z;’O = c,(f),
877Eli,n = Z|a|:2 aaRa(Eﬁ'ﬁV:}?)? Ef@,o =0,
Oy FLy = FL —EEL, Eyg =0,
Oy Fim = 9, Fim — i, Fiy =0
and

Fim = KEUT™ 59, Fim.
The motivation behind the above decomposition is that we will be able to prove bounds for
OnEL ., OyFi™ and 0, F™ that are integrable in 7 at 7 = 0. On the other hand, the bound
for 9, E% , 6 is not integrable in 7 at n = 0. The bound for EZ , 61!} relies crucially on the
fact that this term is local and is only valid for suitable choices of the counterterm c,(f) e R.
We shall first bound F,ﬁf’f and then proceed to E,?w E};)M and F;L" Note that
Oy Fy = (65 ™ — KO 0, FL
Using the above identity and the properties of the kernels K, one shows that

™ s 0y v S [/ ) 1O s 0y e

Note that for ¢ € Ny and m € Ny it holds g-(,m)+2 > 0 for all sufficiently small ¢ € (0, co).

Here we used the assumption that d € {1,...,4}. Consequently, we obtain
~ . IL .
1B 5 L ym S [u]”/ []? [ K™ s 0, [vm dy
0

and by the bound stated in the lemma with s = 1, which was proved above, we arrive at

1/n d’l7

~

m i,m(|n 1/n — a m i,m||n
(E”K;?(lJr ) * Fn),,u ||Vm) S [/‘L} 2/0 [77]2 (E”K;?(IJF ) * anFn:n ”V"”)

" ) ,
72 [ pgeeimr=o e g e,
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Next, let us study the local and deterministic term ELM 601, First, observe that by the
bound stated in the lemma with s = 1 we have

n 1/n c(i,m)—(c—e)—o(3i—m— o(3t—m—
5,7 < [ v o G —(o ) —o(8imm—1) [p1o(3i—m—1)

<lkV n]gs(iym)—o-s-s < [77]95(iﬂn)—ff+67 (C.2)

(E||Fim

where the second to last estimate is true because 3i —m — 1 > 0 unless 9, F7* = 0 and the
last estimate is true because we study the case g (i, m) < 0. We fix the counterterm to be

. 1/2 .
) = —/ LEF}L)dn.
0

Then the following identity

“w 1/2
nl _ 7 Oi,l _ oi,l
B =) 4 /O (EE) dn = — /N (L) dy

holds true. Consequently, since o.(i,1) < 0 for i € {1,...,44} using the bound (C.2) with
n = 1 we obtain

‘ 1/2 , ,
Bl S [ 0o dy S e,
"
This implies the desired bound
1R 6 (L, )l 5 [0,

Let us proceed to the estimates for the non-local deterministic term Efw Using the bound-
ary condition E,i,o = 0 and the bound [|§°K,,|x < [#]7!%! proved in Lemma C.12 (A) we

estimate

~ . # o .
IK? By yllve S (1] 72 sup / IR (EFL;) v dn.
a|=2J0

By Exercise C.1 the RHS is bounded up to a constant by

It o .
sup (]2 / |2 EEL) 1 diy

a|=2
Recall that by Lemma 3.18 there exists ¢ € (0, 00) such that for all n € (0,1/2] it holds
supp 0, F) C {(z,y) € M? [ |z —y[ < ¢[n]}.
Pretending that there exist ¢ € (0, 00) such that for
supp K, C {z € M| |z| < ¢[n]} (C.3)

for all n € (0,1/2] we obtain that F,zzl = K§(1+m) * BWF,@’Z‘ has the same support property
as OpF:}. Consequently, for a € N4 such that |a| = 2 it holds

X EE ) v S P IEEEL s
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Since the kernel K, does not have the above-mentioned support property the rigorous proof
of the above estimate is slightly more complicated and is given in Lemma C.14 below. Taking
into account the bound (C.2) we obtain the bound

I ® o I ]
IKZ? % Bl v S [u]’g/ [)? |EE ) v dn S [u]’Q/ (]2 -1+ .
0 0

To conclude we use the fact that g.(¢,1) +2 > 0 to show

# . .
[u]‘2/ [)2= 02 dny < [u)e= 0.
0

Finally, we discuss the proof of the bound for F;;" By the Minkowski inequality we have

g m ~im 2 # =, m ~im 2
\/E(K§<1+ )*FR:H (391, Ym)) g/ \/E(K§<1+ ma,,F,;ﬂ7 (T5915- - ym)) dn
0

_ / CVar (REH s B g, ym)) dy (CA)
Let us study the covariance Cov (ﬁ’,ilzl, ﬁ::gb), where F;ZI” = K;?(Hm)*anFﬁ;::’”. By Lemma C.2
there exists ¢ € (0, 00) such that
supp Cov(@nF,i”Z", 8,,F,i’;;’) c{(z,y1, o Ymr Yy yh)) € MPP2 1z —2!| < e[k V).
Moreover, by the bound (C.2) we have
ICov (FLm, B || oo upamcamy S [V ]2 bm)=ote),

As a result, pretending that the kernel K, has the support property (C.3) we obtain
/qer |Cov(EEm (@, ym), FET (@30, - 0)) | d2/dyy - dymdy . dy),
CM2m
<[kV 77]2(95(i7m)—0+6)+d.

To prove the above bound rigorously we use the same argument as in the proof of Lemma C.14.
Consequently, by Lemma C.12 (C), (D) applied with p = oo it holds

\/Va]r (K™ s B @5y, ym)) S ] 79270 v o im)mtetd /2

~

and by the bound (C.4) we obtain

% i,m 2 - —dm i,m
VERE™ s B . gm)) S a2 [y sy eear2

From now on we assume that p € [k, 1]. Recall that for p € (0, k] the statement has already
been proved. Since F;Z’ is in a finite Wiener chaos we can use the Nelson estimate to
conclude that

E(}?E’(ler) * ﬁ‘;:’;}(:ﬁ, Yiyeo- 7ym))n 5 [KJ V Iul]n(gg(i,m)+sfdm)'
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Using the Fubini theorem and pretending again that the kernels K, « and K, have the support
property (C.3) one shows that

EIIE™ ¢ B rcm) S (e emdmybm

To make the above argument precise one can, for example, use weights to show that F ;Z‘
is essentially localized in a neighbourhood of the diagonal of diameter of order [u]. Since
K, = K, x K,, by Kolmogorov-type estimate stated in Lemma C.13 we obtain

EJ| K™ F | e (ragmy S L] e mmem)

provided ne > d. Employing again the fact that F ;ZZL is essentially localized in a neighbour-
hood of the diagonal of diameter of order [u] we obtain

B FE S O

Thus, we have estimated all the terms appearing in the decompositions (C.1). This finishes
the proof. O

Definition C.11 (#). Let T := M/(27Z)¢. For K € L*(M) we define TK € L(T) by

TK(x) := Z K(z+vy).
ye(2nZ)d

Lemma C.12 (#). Let a € N& and p € [1,00]. The following is true:
(A) If |a| < d, then |0°K,|x < (1)1 uniformly in pu € (0,1].
(B) It holds |P,0,K,|lx < [#]~7 uniformly in u € (0,1].
() 1Bl ouey S 1=~/ wniformiy in u € (0,1].
(D) | TKllo(ry < (]~ =172 uniformly in p € (0,1].

Lemma C.13 (#). Let n € 2N, , m € Ny. There exists a constant C > 0 such that for all
random fields ¢ € L (T x M™) and p € (0, 1] it holds

E|KZ0H™ 5 %o gy < C 1] X EJIC) 20 gy

Proof. Note that
KSUT™ 4 = (TK, @ K§™) ¢

where x is the convolution in T x M™ and Tf{# is the periodization of Ku (see Def. C.11).
Using the Young inequality for convolutions we obtain

E”Ku * CHTLLOO(T) < ||Tf{u‘

Ty ENC)

The lemma follows now from Lemma C.12 (B). O

7Lln/<n—1>(1r) HK;L‘ 7LL"(T)'
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Exercise C.3 (#). Fizn € Ny, m € Ng. Prove that there exists a universal constant ¢ > 0
such that if

E0707 G pulliom < C[a]" o0 emee=) s € (0,1}, k€ (0,1

for some differentiable random function ¢ : (0,1]> — V™ and C > 0, p <0, then

E(sup 1™ [Guullfn) < cC.
K,1€(0,1]

Hint: Use the estimate

™7 1Sk

vm < (|G

1 1 1
vt [ 10 lm dnt [ 1000, o doy
w p Ik

and the Minkowski inequality.
Lemma C.14 (#). Fiz some m € N1 and ¢ € R. There exists C € (0,00) such that if for
some (1 € (0,1/2] and V € '(T x M™) it holds

supp V- C {(@, 51, ym) [z =3[ V... V ]z = ym| < clp]}

then
X EZT™ 5 V) lym < C [ KZOT™ 5 V.

Remark C.15. Note that the lemma would be obvious if K, € C'(M) was compactly sup-
ported in a ball {x € M ||z| < ¢[u]} for some ¢ € (0,00) independent of p € (0,1/2]. Even
though this is not exactly true, one can easily proved the above result by leveraging the fact
that the kernel K, decays exponentially with the rate 1/[u].

Proof (#). A simple rescaling reduces the proof to the case p = 1. Let v € C°°(M) be such
that suppv C {z € M||z| < 1} and v = 1 on {z € M||z| < 1/2}. For 7 € [1,00) let
L, (z) :== Ki(x)v(z/7). It holds

(K™ 5 V) ye < JXSLET™ 5 V) [y + / 128, (LEH™ < V) |y dr
1

< ”L?(H-m) " V”V{"’ Jr/ Flal ||3T(L§>(1+m) " V)HV{” dr,
1

where to get the last estimate we used the fact that supp L, C {& € M||z| < 7}. Next, we
observe that
L,=PL,«K,, 0,L,=P10.L, K,

and |P1L,||x <1 and |[P10,;L,|x < 7 uniformly in 7 € [1,00) for any N € N, because
of the exponential decay of the kernel K;. Consequently, we have

[ (KECT™ % V) [lym S ||K§<1+m>*v”wn+/ =N K PO ™ V| dr,
1

which finishes the proof. O
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Lemma C.16 (Nelson’s estimate). For every random variable X in an inhomogeneous

Wiener chaos of order n € Ny and every p € [2,00) it holds

Nl

EIX[P)7 < (p—1)¥ (EX?)?.

Proof. The bound follows from the Nelson hypercontractivity of the Ornstein-Uhlenbeck

operator (see e.g. [Nua06, Theorem 1.4.1]). O

Exercise C.4. Complete the proof of Lemma C.7 by checking that all of the steps of the
above proof generalize to the case r = 1. To prove the base case of the induction verify that

E((K,, * 96.)(@)?) S [)]*E)" [ 729/249),
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